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INTELLIGENT DATA STORAGE AND
PROCESSING USING FPGA DEVICES

CROSS REFERENCE AND PRIORITY CLAIM
TO RELATED APPLICATIONS

This application is a continuation of patent application Ser.
No. 13/344,986, filed Jan. 6, 2012, entitled “Intelligent Data
Storage and Processing Using FPGA Devices”, now U.S. Pat.
No. 8,768,888, which is a continuation of patent application
Ser. No. 10/550,323, entitled “Intelligent Data Storage and
Processing Using FPGA Devices”, now U.S. Pat. No. 8,095,
508, which is a national stage entry of PCT patent application
PCT/US04/16398, entitled “Intelligent Data Storage and Pro-
cessing Using FPGA Devices”, filed May 21, 2004, which
claims the benefit of provisional patent application Ser. No.
60/473,077 entitled “Intelligent Data Storage and Process-
ing”, filed May 23, 2003, the entire disclosures of each of
which are incorporated herein by reference.

This application is related to patent application Ser. No.
13/165,155 and patent application Ser. No. 10/550,326, both
entitled “Intelligent Data Storage and Processing Using
FPGA Devices”, where the Ser. No. 13/165,155 patent appli-
cation is a divisional of the Ser. No. 10/550,326 patent appli-
cation and where the Ser. No. 10/550,326 patent application is
a national stage entry of PCT patent application PCT/US04/
16021, entitled “Intelligent Data Storage and Processing
Using FPGA Devices”, filed May 21, 2004, which claims the
benefit of provisional patent application Ser. No. 60/473,077
entitled “Intelligent Data Storage and Processing”, filed May
23, 2003.

This application is also related to patent application Ser.
No. 10/153,151 entitled “Associative Database Scanning and
Information Retrieval Using FPGA Devices”, filed May 21,
2002, now U.S. Pat. No. 7,139,743, which is a continuation-
in-part of patent application Ser. No. 09/545,472 entitled
“Associative Database Scanning and Information Retrieval”,
filed Apr. 7, 2000, now U.S. Pat. No. 6,711,558, the entire
disclosures of both of which are incorporated herein by ref-
erence.

This patent application is also related to patent application
Ser. No. 345,011, entitled “Intelligent Data Storage and Pro-
cessing Using FPGA Devices”, filed Jan. 6, 2012, now U.S.
Pat. No. 8,751,452.

BACKGROUND AND SUMMARY OF THE
INVENTION

Indications are that the average database size and associ-
ated software support systems are growing at rates that are
greater than the increase in processor performance (i.e., more
than doubling roughly every 18 months). This is due to a
number of factors including without limitation the desire to
store more detailed information, to store information over
longer periods of time, to merge databases from disparate
organizations, and to deal with the large new databases which
have arisen from emerging and important applications. For
example, two emerging applications having large and rapidly
growing databases are those connected with the genetics
revolution and those associated with cataloging and accessing
information on the Internet. In the case of the Internet, current
industry estimates are that in excess of 1.5 million pages are
added to the Internet each day. At the physical level this has
been made possible by the remarkable growth in disk storage
performance where magnetic storage density has been dou-
bling every year or so for the past five years.
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Search and retrieval functions are more easily performed
on information when it is indexed. For example, with respect
to financial information, it can be indexed by company name,
stock symbol and price. Oftentimes, however, the informa-
tion being searched is of a type that is either hard to categorize
or index or which falls into multiple categories. As a result,
the accuracy of a search for information is only as good as the
accuracy and comprehensiveness of the index created there-
for. In the case of the Internet, however, the information is not
indexed. The bottleneck for indexing is the time taken to
develop the reverse index needed to access web pages in
reasonable time. For example, while there are search engines
available, designing a search which will yield a manageable
result is becoming increasingly difficult due to the large num-
ber of “hits” generated by less than a very detailed set of
search instructions. For this reason, several “intelligent”
search engines have been offered on the web, such as Google,
which are intended to whittle down the search result using
logic to eliminate presumed undesired “hits”.

With the next-generation Internet, ever-faster networks,
and expansion of the Internet content, this bottleneck is
becoming a critical concern. Further, it is becomingly exceed-
ingly difficult to index information on a timely basis. In the
case of the Internet, current industry estimates are that in
excess of 1.5 million pages are added to the Internet each day.
As a result, maintaining and updating a reverse index has
become an enormous and continuous task and the bottleneck
it causes is becoming a major impediment to the speed and
accuracy of existing search and retrieval systems. Given the
ever increasing amounts of information available, however,
the ability to accurately and quickly search and retrieve
desired information has become critical.

Associative memory devices for dealing with large data-
bases are known in the prior art. Generally, these associative
memory devices comprise peripheral memories for comput-
ers, computer networks, and the like, which operate asyn-
chronously to the computer, network, etc. and provide
increased efficiency for specialized searches. Additionally, it
is also known in the prior art that these memory devices can
include certain limited decision-making logic as an aid to a
main CPU in accessing the peripheral memory. An example
of'such an associative memory device particularly adapted for
use with a rotating memory such as a high speed disk or drum
can be found in U.S. Pat. No. 3,906,455, the disclosure of
which is incorporated herein by reference. This particular
device provides a scheme for use with a rotating memory and
teaches that two passes over a memory sector is necessary to
presort and then sort the memory prior to performing any
logical operations thereon. Thus, this device is taught as not
being suitable for use with any linear or serial memory such as
magnetic tape or the like.

Other examples of prior art devices may also be found in
U.S. Pat. Nos. 3,729,712; 4,464,718; 5,050,075; 5,140,692;
and 5,721,898; the disclosures of which are incorporated
herein by reference.

As an example, in U.S. Pat. No. 4,464,718, Dixon performs
fixed comparisons on a fixed number of bytes. They don’t
have the ability to scan and correlate arbitrarily over the data.
They search serially along the tracks in a given disk cylinder
but there is no provision for parallel searching across disks.
Dixon’s comparisons are limited by a fixed rigid number of
standard logical operation types. Additionally, the circuitry
presented supports only these single logical operations. There
is no support for approximate or fuzzy matching.

While these prior art associative memory devices represent
an attempt to speed the input and output of information to and
from a peripheral memory, which in many cases is a mass
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storage memory device, all rely on the classic accessing of
data stored in digital form by reading and interpreting the
digital either address or content of the memory location. In
other words, most such devices access data by its address but
there are some devices that take advantage of the power of
content addressing as is well known in the art. Nevertheless,
in all of the prior art known to the inventors, the digital value
of the address or data contained in the addressed location
must be read and interpreted in its digital form in order to
identify the data and then select it for processing. Not only
does it take processing time to read and interpret the digital
data represented by the address or content, this necessarily
requires that the accessing circuit process the memory
according to the structure of the data stored. In other words, if
the data is stored in octets, then the accessing circuitry must
access the data in octets and process it in an incremental
manner. This “start and stop” processing serves to increase
the input/output time required to access data. As is also well
known in the art, this input/output time typically represents
the bottleneck and effective limitation of processing power in
any computer or computer network.

Furthermore, given the vast amount of information avail-
able to be searched, data reduction and classification opera-
tions (e.g., the ability to summarize data in some aggregate
form) has become critical. Oftentimes, the ability to quickly
perform data reduction functions can provide a company with
a significant competitive advantage.

Likewise, with the improvements in digital imaging tech-
nology, the ability to perform two dimensional matching such
as on images has become necessary. For example, the ability
to conduct matches on a particular image of an individual,
such as his or her face or retina, or on a fingerprint, is becom-
ing critical to law enforcement as it steps up its efforts on
security in light of the Sep. 11, 2001 terrorist attacks. Image
matching is also of importance to the military in the area of
automatic target recognition.

Finally, existing searching devices cannot currently be
quickly and easily reconfigured in response to changing
application demands.

Accordingly, there is a need for an improved information
search and retrieval system and method which overcomes
these and other problems in the prior art.

As described in parent application Ser. No. 10/153,151, in
order to solve these and other problems in the prior art,
inventors herein have succeeded in designing and developing
a method and apparatus for an associative memory using
Field Programmable Gate Arrays (FPGA) in several embodi-
ments which provide an elegantly simple solution to these
prior art limitations as well as dramatically decreased access
times for data stored in mass storage memories. As described
therein, the invention of the Ser. No. 10/153,151 patent appli-
cation has several embodiments each of which has its own
advantages. Grandparent patent application Ser. No. 09/545,
472, now U.S. Pat. No. 6,711,558, discloses and claims the
use of programmable logic and circuitry generally without
being specific as to any choice between the various kinds of
devices available for this part of the invention. In the Ser. No.
10/153,151 application, the inventors disclosed more specifi-
cally the use of FPGA’s as part of the circuitry for various
reasons as their best mode. An important reason amongst
others is speed. And, there are two different aspects of opera-
tion in which speed plays a part. The first of these is the speed
of reconfiguration. It is known in the art that FPGA’s may be
quickly programmed in the field to optimize the search meth-
odology using a template, the template having been prepared
in advance and merely communicated to the FPGA’s over a
connecting bus. Should it then be desired to search using a
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different methodology, the FPGA’s may then be quickly and
conveniently re-programmed with another prepared template
in a minimal number of clock cycles and the second search
started immediately. Thus, with FPGA’s as the re-config-
urable logic, shifting from one search to another is quite easy
and quick, relative to other types of re-programmable logic
devices.

A second aspect of speed is the amount of time, once
programmed, that a search requires. As FPGA’s are hardware
devices, searching is done at hardware processing speeds
which is orders of magnitude faster than at software process-
ing speeds as would be experienced with a microprocessor,
for example. Thus, FPGA’s are desirable over other software
implementations where speed is a consideration as it most
often is.

In considering the use of templates, the Ser. No. 10/153,
151 application discloses that at least several “generic” tem-
plates can be prepared in advance and made available for use
in performing text searching in either an absolute search, an
approximate search, or a higher or advanced search mode
incorporating a Boolean algebra logic capability, or a graph-
ics search mode. These could then be stored in a CPU memory
and be available either on command or loaded in automati-
cally in response to a software queue indicating one of these
searches.

Still another factor to consider is cost, and the recent price
reductions in FPGA’s have made them more feasible for
implementation as a preferred embodiment for this applica-
tion, especially as part of a hard disk drive accelerator as
would be targeted for a pc market. It is fully expected that
further cost reductions will add to the desirability of these for
this implementation, as well as others as discussed in greater
detail below.

Generally, the invention of the Ser. No. 10/153,151 appli-
cation may be described as a technique for data retrieval
through approximate matching of a data key with a continu-
ous reading of data as stored on a mass storage medium, using
FPGA’s to contain the template for the search and do the
comparison, all in hardware and at essentially line speed. By
utilizing FPGA’s, the many advantages and features com-
monly known are made available. These include the ability to
arrange the FPGA’s in a “pipeline” orientation, in a “parallel”
orientation, or even in an array incorporating a complex web
overlay of interconnecting data paths allowing for complex
searching algorithms. In its broadest, and perhaps most pow-
erful, embodiment, the data key may be an analog signal and
it is matched with an analog signal generated by a typical
read/write device as it slews across the mass storage medium.
In other words, the steps taught to be required in the prior art
of not only reading the analog representation of digital data
stored on the mass storage medium but also the conversion of
that signal to its digital format prior to being compared are
eliminated. Furthermore, there is no requirement that the data
be “framed” or compared utilizing the structure or format in
which the data has been organized and stored. For an analog
signal, all that need be specified is the elapsed time of that
signal which is used for comparison with a corresponding and
continuously changing selected time portion of the “read”
signal. Using any one of many standard correlation tech-
niques as known in the prior art, the data “key” may then be
approximately matched to the sliding “window” of data sig-
nal to determine a match. Significantly, the same amount of
data may be scanned much more quickly and data matching
the search request may be determined much more quickly as
well. For example, the inventors have found that CPU based
approximate searches of 200 megabytes of DNA sequences
can take up to 10 seconds on a typical present day “high end”
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system, assuming the offline processing to index the database
has already been completed. In that same 10 seconds, the
inventors have found that a 10-gigabyte disk could be
searched for approximate matches using the present inven-
tion. This represents a 50:1 improvement in performance.
Furthermore, in a typical hard disk drive there are four sur-
faces and corresponding read/write heads, which may be all
searched in parallel should each head be equipped with the
present invention. As these searches can proceed in parallel,
the total increase in speed or improvement represents a 200:1
advantage. Furthermore, additional hard disk drives may be
accessed in parallel and scaled to further increase this speed
advantage over conventional systems.

By choosing an appropriate correlation or matching tech-
nique, and by setting an appropriate threshold, the search may
be conducted to exactly match the desired signal, or more
importantly and perhaps more powerfully, the threshold may
be lowered to provide for approximate matching searches.
This is generally considered a more powerful search mode in
that databases may be scanned to find “hits” which may be
valid even though the data may be only approximately that
which is being sought. This allows searching to find data that
has been corrupted, incorrectly entered data, data which only
generally corresponds to a category, as well as other kinds of
data searches that are highly desired in many applications.
For example, a library of DNA sequences may be desired to
be searched and hits found which represent an approximate
match to a desired sequence of residues. This ensures that
sequences which are close to the desired sequence are found
and not discarded but for the difference in a forgivable num-
ber of residue mismatches. Given the ever-increasing volume
and type of information desired to be searched, more complex
searching techniques are needed. This is especially true in the
area of molecular biology, “[O]ne of the most powerful meth-
ods for inferring the biological function of a gene (or the
protein that it encodes) is by sequence similarity searching on
protein and DNA sequence databases.” Garfield, “The Impor-
tance of (Sub)sequence Comparison in Molecular Biology,”
pgs. 212-217, the disclosure of which is incorporated herein
by reference. Current solutions for sequence matching are
only available in software or non-reconfigurable hardware.

Still another application involves Internet searches pro-
vided by Internet search engines. In such a search, approxi-
mate matching allows for misspelled words, differently
spelled words, and other variations to be accommodated
without defeating a search or requiring a combinatorial num-
ber of specialized searches. This technique permits a search
engine to provide a greater number of hits for any given
search and ensure that a greater number of relevant web pages
are found and cataloged in the search. Although, as men-
tioned above, this approximate matching casts a wider net
which produces a greater number of “hits” which itself cre-
ates its own problems.

Still another possible application for this inventive tech-
nology is for accessing databases which may be enormous in
size or which may be stored as analog representations. For
example, our society has seen the implementation of sound
recording devices and their use in many forums including
judicial proceedings. In recent history, tape recordings made
in the President’s oval office have risen in importance with
respect to impeachment hearings. As can be appreciated, tape
recordings made over the years of a presidency can accumu-
late into a huge database which might require a number of
persons to actually listen to them in order to find instances
where particular words are spoken that might be of interest.
Utilizing this inventive technology, an analog representation
of that spoken word can be used as a key and sought to be
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matched while the database is scanned in a continuous man-
ner and at rapid speed. Thus, the present and parent inventions
provide a powerful search tool for massive analog databases
as well as massive digital databases.

While text-based searches are accommodated by the
present and parent inventions as described above, storage
media containing images, sound, and other representations
have traditionally been more difficult to search than text. The
present and parent inventions allow searching a large data
base for the presence of such content or fragments thereof.
For example, the key in this case could be a row or quadrant
of pixels that represent the image being sought. Approximate
matching of the key’s signal can then allow identification of
matches or near matches to the key. In still another image
application, differences in pixels or groups of pixels can be
searched and noted as results which can be important for
satellite imaging where comparisons between images of the
same geographic location are of interest as indicative of
movement of equipment or troops.

The present and parent inventions may be embodied in any
of' several configurations, as is noted more particularly below.
However, one important embodiment is perhaps in the form
of'a disk drive accelerator which would be readily installed in
any PC as an interface between the hard disk drive and the
system bus. This disk drive accelerator could be provided
with a set of standardized templates and would provide a
“plug and play” solution for dramatically increasing the
speed at which data could be accessed from the drive by the
CPU. This would be an after market or retrofit device to be
sold to the large installed base of PC’s. It could also be
provided as part of a new disk drive, packaged within the
envelope of the drive case or enclosure for an external drive or
provided as an additional plug in pc card as an adapter for an
internal drive. Additional templates for various kinds of
searches on various kinds of databases could be made avail-
able either with the purchase of the accelerator, such as by
being encoded on a CD, or even over the Internet for down-
load, as desired.

The present invention extends the novel groundbreaking
technology disclosed in the parent application Ser. Nos.
09/545,472 and 10/153,151 such that a programmable logic
device (PLD) such as an FPGA performs any of a variety of
additional processing operations including but not limited to
operations such as encryption, decryption, compression, and
decompression. Thus, the technology of the parent applica-
tions has been extended such that PL.Ds perform data manipu-
lation operations. As used herein, the term “manipulating” or
“manipulation” refers to the performance of a search opera-
tion, a reduction operation, or a classification operation on
data in combination with any or all of a compression opera-
tion, a decompression operation, an encryption operation,
and a decryption operation also performed on the data, or the
performance of a compression operation or a decompression
operation on data alone or in combination with any or all of a
search operation, a reduction operation, a classification
operation, an encryption operation, and a decryption opera-
tion also performed on the data. Not only can these manipu-
lation operations be performed at very high speeds due to the
inventive techniques disclosed herein, but these operations,
when implemented on a PLD such as an FPGA as disclosed
herein also enhance data security by protecting the unen-
crypted and/or decompressed data from being accessed or
read by any viruses or malware that may be running in the
software of the computer system and using the re-config-
urable logic to process stored data. Among the more powerful
applications for the present invention is to perform high speed
searches within encrypted data, which can be referred to as



US 9,176,775 B2

7

crypto-searching. With crypto-searching, the stream of
encrypted data is processed to first decrypt the data stream
and then perform a search operation within the decrpyted
data.

The value of data security to data owners cannot be under-
estimated and is ever-increasing in importance, and the ability
to control who has access to what data and when lies at the
heart of data security. Among its many unique applications,
the present invention provides flexibility to data owners in
controlling who has access to their data, and speed in provid-
ing authorized users with access to that data (or targeted
access to a portion of that data through scanning capabilities).

Further still, the use of compression and/or decompression
as described herein allows data to be stored in a manner that
takes up less space in the mass storage medium, while still
retaining the ability to search through the data at high speeds.

Preferably, these manipulation operations, when imple-
mented with multiple stages, are implemented in a pipelined
manner. In particular, the combination of one or more stages
dedicated to encryption/decryption or compression/decom-
pression with one or more stages dedicated to data searching
or data reduction synergistically produces an intelligent, flex-
ible, high speed, and secure design technique for data storage
and retrieval.

Further still, disclosed herein is a novel and unique tech-
nique for storing data on a magnetic medium such as a com-
puter hard disk so that large amounts of data can be read
therefrom without being significantly disadvantaged by the
disk storage system’s “seek” times. In accordance with this
feature of the invention, data is stored on the magnetic
medium as a plurality of discontiguous arcs positioned on the
magnetic medium, preferably in a helical or spiral pattern.
When a system employing a PLD for searching and/or addi-
tional processing, as described herein, is used in combination
with a mass storage medium that employs data stored in a
piecewise helical fashion, as described herein, this combina-
tion synergistically results in ever greater processing speeds.

Further still, a novel technique for storing data files in
memory is disclosed herein, wherein a data file is stored using
a sum of powers of 2 technique. The combination of data file
storage using this sum of powers of 2 technique with the data
processing capabilities of the re-configurable logic platform
described herein also synergistically results in enhanced pro-
cessing speeds.

While the principal advantages and features of the present
invention have been briefly explained above, a more thorough
understanding of the invention may be attained by referring to
the drawings and description of the preferred embodiment
which follow.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG.1isablock diagram illustrating an information search
and retrieval system in accordance with one embodiment;

FIG. 2 is a schematic of a conventional rigid disk drive
system illustrating different insertion points for connection of
the inventive system;

FIG. 3 is a block diagram of one embodiment of the trans-
formation of a search inquiry processed by the system of FIG.
1

FIG. 41is a block diagram of one embodiment of a hardware
implementation used to conduct an exact match search in a
digital domain;

FIG. 5is ablock diagram of one embodiment of a hardware
implementation used to conduct an approximate match
search in a digital domain;
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FIG. 6 is a block diagram depicting the implementation of
the inventive system in a stand-alone configuration;

FIG. 71is ablock diagram depicting an inventive implemen-
tation as a shared remote mass storage device across a net-
work;

FIG. 8is a block diagram depicting an inventive implemen-
tation as a network attached storage device (NASD);

FIG. 9 is a flowchart detailing the logical steps for search-
ing and retrieving data from a magnetic storage medium;

FIG. 10 is a graphical representation of an analog signal as
might be used as a data key;

FIG. 11 is a graphical representation of an analog signal
representing the continuous reading of data from a magnetic
storage medium in which the data key is present;

FIG. 12 is a graphical representation of the signal of FIG.
10 overlying and matched to the signal of FIG. 11;

FIG. 13 is a graphical representation of a correlation func-
tion calculated continuously as the target data in the magnetic
storage medium is scanned and compared with the data key;

FIG. 14 is a graphical representation of a correlation func-
tion as the data key is continuously compared with a signal
taken from reading a different set of target data from the
magnetic storage medium but which also contains the data
key;

FIG. 15 is one embodiment of a table generated by the
present invention for use in performing sequence matching
operations;

FIG. 16 is a block diagram of one embodiment of a systolic
array architecture that can be used by the inventive system to
compute the values of the table of FIG. 15;

FIGS. 17 and 18 are block diagrams of the systolic array
architecture of FIG. 15 in operation during the combinatorial
and latch part of the clock cycle, respectively, of the system of
FIG. 1,

FIG. 19 is the table of FIG. 15 representing a particular
sequence matching example;

FIG. 20 is a block diagram of'the systolic array architecture
of FIG. 16 for the example of FIG. 19;

FIGS. 21 and 22 are block diagrams of the systolic array
architecture of FIG. 20 in operation during the combinatorial
and latch part of the clock cycle, respectively, of the system of
FIG. 1,

FIG. 23 is a block diagram of one embodiment of a systolic
array architecture that can be used by the inventive system in
performing image matching operations;

FIG. 24 is a block diagram of another arrangement for the
systolic array architecture in performing image matching
operations;

FIG. 25 is a block diagram of one embodiment of an
individual cell of the systolic array shown in FIG. 23;

FIG. 26 is a block diagram of another embodiment of an
individual cell of the systolic array shown in FIG. 23;

FIG. 27 is a block diagram showing an example using the
inventive system for performing data reduction operations;
and

FIG. 28 is a block diagram showing a more complex
arrangement of FPGA’s;

FIGS. 29 and 30 illustrate exemplary embodiments for
multi-stage processing pipelines implemented on a re-config-
urable logic device;

FIG. 31 illustrates an encryption engine implemented on a
re-configurable logic device;

FIG. 32 illustrates another exemplary embodiment for a
multi-stage processing pipeline implemented on a re-config-
urable logic device;

FIGS. 33-35 illustrate various encryption engines that can
be implemented on re-configurable logic;
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FIG. 36 illustrates a three party data warehousing scenario;

FIG. 37 illustrates a non-secure data warehousing decryp-
tion scenario;

FIGS. 38-39(5) illustrate various exemplary embodiments
for secure data delivery in a data warehousing scenario;

FIGS. 40-42 illustrate various exemplary embodiments for
implementing compression and/or decompression on a re-
configurable logic device;

FIG. 43 depicts a process flow for creating a template to be
loaded onto a re-configurable logic device;

FIGS. 44(a) and (b) illustrate a conventional hard disk
using circular tracks and a disk drive system for use therewith;

FIG. 45 illustrates a novel planar magnetic medium having
discrete circular arcs arranged in a helical pattern;

FIG. 46 illustrates a head positioning flow for reading data
from the magnetic medium of FIG. 45; and

FIGS. 47(a) and (b) illustrate two embodiments of a sum of
powers of 2 file system;

FIGS. 48-50 plot various performance characteristics for a
sum of powers of 2 file system.

DETAILED DESCRIPTION OF THE PREFERRED
EMBODIMENT

As shown in FIG. 1, the present invention is readily imple-
mented in a stand-alone computer or computer system. In
broad terms, the invention is comprised of at least one re-
configurable logic device 21 coupled to at least one magnetic
mass storage medium 26, with that re-configurable logic
device being an FPGA. As depicted in FIG. 1, the re-config-
urable logic device 21 may itself include a plurality of func-
tional logic elements including a data shift register and pos-
sibly a microprocessor, or they could be on separate chips, or
the individual logic elements could be configured in a pipe-
line or parallel orientation as shown in some of the other
figures herein. In any event, re-configurable logic refers to
any logic technology whose form and function can be signifi-
cantly altered (i.e., reconfigured) in the field post-manufac-
ture. Examples of re-configurable logic devices include with-
out limitation programmable logic devices (PLDs). APLD is
anumbrellaterm for a variety of chips that are programmable.
There are generally three physical structures for a PLD. The
first is the permanent fuse type which blows apart lines or
fuses them together by electrically melting an aluminum trace
or insulator. This was the first type of PLD, known as a
“programmable array logic” or PAL. The second type of PLD
uses EEPROM or flash memory, and causes a transistor to
open or close depending on the contents of its associated
memory cell. The third type of PLD is RAM-based (which
makes it dynamic and volatile), and its contents are loaded
each time it starts up. An FPGA 1is an integrated circuit (IC)
that contains an array of logic units that can be interconnected
in an arbitrary manner. These logic units are referred to as
CLB’s or configurable logic blocks by one vendor (Xilinx).
Both the specific function of each logic unit and the intercon-
nections between logic units can be programmed in the field
after manufacture of the IC. FPGAs are one of the most
common PLD chips. FPGAs are available in all three struc-
tures. The box labeled in FIG. 1 for reconfigurable logic
device 21 is meant to convey that not only can the task
performed by reconfigurable logic device 20 be implemented
in reconfigurable hardware logic, but the tasks of the data shift
register 24 and/or control microprocessor 22 may also option-
ally be implemented in the reconfigurable hardware logic of
reconfigurable logic device 21. In the preferred embodiment
of the present invention, re-configurable logic device 21 is
constructed using Xilinx FPGA technology, and its configu-
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ration is developed using the Mentor synthesis tools or Syn-
plicity synthesis tools and the Xilinx place-and-route tools,
all of which are presently commercially available as known to
those of skill in the art.

The re-configurable logic device 21 interfaces with the
system or input/output bus 34 and, in one configuration, also
interfaces with any disk caches 30 which may be present. It
receives and processes search requests or inquires from the
CPU 32 or network interface 36. Additionally, the device may
aid in passing the results of the inquiries to either or both the
disk cache 30 and/or the CPU 32 (by way of the bus 34).

The mass storage medium 26 provides the medium for
storing large amounts of information which will hereafter be
referred to as target data. The term “mass storage medium”
should be understood as meaning any device used to store
large amounts of data, and which is typically designated for
use in a computer or computer network. Examples include
without limitation hard disk drives, optical storage media, or
sub-units such as a single disk surface, and these systems may
be rotating, linear, serial, parallel, or various combinations of
each. For example, a rack of hard disk drive units could be
connected in parallel and their parallel output provided at the
transducer level to one or more re-configurable logic devices
21. Similarly, a bank of magnetic tape drives could be used,
and their serial outputs each provided in parallel to one or
more re-configurable logic devices 21. The data stored on the
medium may be in analog or in digital form. For example, the
data could be voice recordings. The invention is thus scalable,
permitting an increase in the amount of data stored by increas-
ing the number of parallel mass storage media, while preserv-
ing the performance by increasing the number of parallel
re-configurable logic devices or replicating the re-config-
urable logic device.

In the prior art as shown in the upper portion of FIG. 1,
typically a disk controller 28 and/or a disk cache 30 may be
used in the traditional sense for access by a CPU 32 over its
system or input/output bus 34. The re-configurable logic
device 21 accesses target data in the mass storage medium 26
via one or more data shift registers 24 and presents it for use
at the system bus 34 without moving large blocks of memory
from the mass storage medium 26 over the system bus 34 and
into the working memory 33 of CPU 32 for sorting and
accessing. In other words, as is explained in greater detail
below, the CPU 32 may send a search request or inquiry to the
re-configurable logic device 21 which then asynchronously
accesses and sorts target data in the mass storage medium 26
and presents it for use either in a disk cache 30 as is known in
the prior art or directly onto the system bus 34 without further
processing being required by CPU 32 or use of its working
memory 33. The CPU 32 is thus free to perform other tasks
while the searching and matching activity is being performed
by the invention. Alternately, the control microprocessor may
provide the search inquiry and template or programming
instructions for the FPGA 21, and then perform the search and
present the data on system bus 34 for access and use by CPU
32.

As has been explained above, the invention may be used to
perform avariety of different types of matching or data reduc-
tion operations on the target data. Each one of these opera-
tions will now be discussed in detail below. For all operations,
however, it will be assumed that the target data is written onto
the magnetic mass storage medium 26 with sufficient format-
ting information attached so that the logical structure of the
target data can be extracted. Exact and approximate string
matching will be described with reference to FIGS. 2-5. It can
be appreciated, however, that the invention is not limited to
single string matches and is equally suitable for compound
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query matching (i.e., queries involving a plurality of text
strings having a certain logical relationship therebetween or
which use Boolean algebra logic). When performing an exact
match with the re-configurable logic device 21 in the analog
domain, shown as Point A in FIG. 2, where matching is done
using analog comparators and correlation techniques, an
exact match corresponds to setting a sufficiently high thresh-
old value for matching the data key with analog target data on
the mass storage medium 26. Approximate matching in the
analog domain corresponds to setting appropriate (lesser)
threshold values. The success of an approximate match may
be determined by the correlation value set in the re-config-
urable logic device 21 or by using one of a number of match-
ing-performance metrics stored therein such as the number of
bits within a data key that are equal to the corresponding bits
in the scanned target data.

More particularly, a conventional rigid disk drive may have
aplurality of rotating disks with multiple transducers access-
ing each disk. Each of these transducers typically has its
output feeding analog signal circuitry 18, such as amplifiers.
This is represented at point A. As further shown in FIG. 2,
typically the outputs of the analog circuitry are selectively
provided to a single digital decoder 23 which then processes
one such output. This is represented at point B. This digital
output is typically then sent through error correction circuitry
(ECC) 25 and at its output C is then passed on to the bus 34 or
disk cache 30. For purposes of the invention, it may be desir-
able to provide multiple parallel paths for target data by
providing multiple digital decoders and ECC’s. Exact match-
ing in the digital domain could be performed at Point B or
Point C, which corresponds to the pre- and post-error-cor-
rected digital signal, respectively.

The results may be sent to a control microprocessor 22,
which may or may not be configured as part of an FPGA, to
execute logic associated with a compound or complex search
inquiry. In the most general case, a compound search inquiry
40 will go through the transformation process illustrated in
FIG. 3. In particular, the software system (not shown) that
resides on the CPU 32 generates the search inquiry 40. This
inquiry proceeds through a compiler 42, also located on the
CPU 32, that is responsible for analyzing the search inquiry.
There are three main results from this analysis: (1) determin-
ing the data key that will reside in the compare registers
within the re-configurable logic device 21; (2) determining
the combining logic that must be implemented in the control
microprocessor 22; and (3) producing hardware description
44 in a standard hardware description language (HDL) format
(or if possible retrieving one from a library) that will be used
to generate synthesis commands 46 to the re-configurable
logic device 21. Any commercially available HDL and asso-
ciated compiler and synthesis tools may be used. The result-
ing logic functions may correspond to exact or inexact
matches or wildcard operations and simple word level logic
operations such as “and” and “or.” This synthesis information
is sent to the control microprocessor 22 which acts to set up
the re-configurable logic device 21, or FPGA. In the case of
complex logic operations, a high-level language 48 such as C
or C++ is used in conjunction with a compiler 50 to generate
the appropriate synthesis commands to the microprocessor
22.

While the path shown in FIG. 3 is able to handle a wide
range of potential search inquiries, it has the drawback that
the latency introduced into the search process might be too
long. If the time required for a search inquiry to flow through
the transformations represented in FI1G. 3 is of the same order
as the time required to perform a search, the compilation
process might become the performance bottleneck rather than
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the search itself. This issue can be addressed for a wide range
of'likely search inquiries by maintaining a set of precompiled
hardware templates that handle the most common cases.
These templates may be provided and maintained either in
CPU 32 memory, made available through an off-line storage
medium such as a CD, or even kept in the mass storage
medium 26 itself. Still further, such templates may be com-
municated to CPU 32 such as over a network or the Internet.

One embodiment of such a hardware template 29 is illus-
trated in FIG. 4. In particular, the data shift register 27 con-
tains target data streaming off the head (not shown) of one or
more disks 19. A compare register stores the data key for
which the user wishes to match. In the example shown, the
data key is “Bagdad.” Fine-grained comparison logic device
31 performs element by element comparisons between the
elements of'the data shift register 27 and the compare register
35. The fine-grained comparison logic device 31 can be con-
figured to be either case sensitive or case insensitive. Word-
level comparison logic 37 is responsible for determining
whether or not a match at the world-level occurs. In the case
of'a compound search inquiry, the word-level match signals
are delivered to the control microprocessor 22 for evaluation
thereof. A match to the compound search inquiry is then
reported to the CPU 32 for further processing.

One embodiment of a hardware template for conducting
approximate matching is illustrated in FIG. 5. In particular,
the data shift register 27' contains target data streaming off the
head (not shown) of one or more disks 19'. A compare register
35' stores the data key for which the user wishes to match. In
the example shown, the data key is again “Bagdad.” Fine-
grained comparison logic 31' performs element by element
comparisons between the elements of the data shift register
27" and the compare register 21'. Again, the fine-grained com-
parison logic device 31' can be configured to be either case
sensitive or case insensitive. The template 29' provides for
alternate routing of elements in data shift register 27" to indi-
vidual cells of the fine-grained comparison logic device 21'.
Specifically, each cell of the fine-grained comparison logic
device 31' can match more than one position in the data shift
register 27" such that the compare register 21' can match both
the commonly used spelling of “Baghdad” as well as the
alternate “Bagdad” in shared hardware. Word-level compari-
son logic 37" is responsible for determining whether or not a
match at the word level occurs. In the case of a compound
search inquiry, the word-level match signals are delivered to
the control microprocessor 22 for evaluation thereof. A match
to the compound search inquiry is then reported to the CPU 32
for further processing.

The actual configuration of the hardware template will of
course vary with the search inquiry type. By providing a small
amount of flexibility in the hardware templates (e.g., the
target data stored in the compare registers, the routing of
signals from the data shift registers and compare register
elements to the cells of the fine-grained comparison logic
device, and the width of the word-level comparison logic),
such a template can support a wide range of word matches. As
a result, this diminishes the frequency with which the full
search inquiry transformation represented in FIG. 3 must take
place, which in turn, increases the speed of the search.

It should be noted that the data entries identified in an
“approximate” match search will include the “exact” hits that
would result from an “exact” search. For clarity, when the
word “match” is used, it should be understood that it includes
a search or a data result found through either of an approxi-
mate search or an exact search. When the phrase “approxi-
mate match” or even just “approximate” is used, it should be
understood that it could be either of the two searches
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described above as approximate searches, or for that matter
any other kind of “fuzzy” search that has a big enough net to
gather target data that are loosely related to the search inquiry
orin particular, data key. Of course, an exact match is just that,
and does not include any result other than an exact match of
the search inquiry with a high degree of correlation.

Also shown in FIG. 1 is a network interface 36 intercon-
necting the present invention to a network 38 which may be a
LAN, WAN, Internet, etc. and to which other computer sys-
tems 40 may be connected. With this arrangement, other
computer systems 40 may conveniently also access the data
stored on the mass storage medium 26 through the present
invention 21. More specific examples are given below. Still
further as shown in FIG. 1, the elements 20-24 may them-
selves be packaged together and form a disk drive accelerator
that may be separately provided as a retrofit device for adapt-
ing existing pc’s having their own disk drives with the advan-
tages of the invention. Alternately, the disk drive accelerator
may also be offered as an option on a hard drive and packaged
in the same enclosure for an external drive or provided as a
separate pc board with connector interface for an internal
drive. Still further alternatively, the disk drive accelerator
may be offered as an option by pc suppliers as part of a pc
ordered by a consumer, business or other end user. Still
another embodiment could be that of being offered as part of
a larger magnetic mass storage medium, or as an upgrade or
retrofit kit for those applications or existing installations
where the increased data handling capability could be used to
good advantage.

As shown in FIGS. 6-8, the invention may be implemented
in a variety of computer and network configurations. As
shown in FIG. 6, the invention may be provided as part of a
stand-alone computer system 41 comprising a CPU 43 con-
nected to a system bus 45 which then accesses a mass storage
medium 47 having the invention as disclosed herein.

As shown in FIG. 7, the mass storage medium 51 coupled
with the invention may be itself connected directly to a net-
work 52 over which a plurality of independent computers or
CPU’s 54 may then access the mass storage medium 51. The
mass storage medium 51 may itself be comprised of a bank of
hard disk drives comprising a RAID, disk farm, or some other
massively parallel memory device configuration to provide
access and approximate matching capabilities to enormous
amounts of data at significantly reduced access times.

As shown in FIG. 8, a mass storage medium 56 coupled
with the invention may be connected to a network 58 as a
network attached storage device (NASD) such that over the
network 58 a plurality of stand-alone computers 60 may have
access thereto. With such a configuration, it is contemplated
that each mass storage medium, represented for illustrative
purposes only as a disk 57, would be accessible from any
processor connected to the network. One such configuration
would include assigning a unique IP address or other network
address to each mass storage medium.

The configurations as exemplified by those shown in FIGS.
1 and 6-8 represent only examples of the various computer
and network configurations with which the invention would
be compatible and highly useful. Others would be apparent to
those having skill in the art and the present invention is not
intended to be limited through the examples as shown herein
which are meant to be instead illustrative of the versatility of
the present invention.

As shown in FIG. 9, the method of the invention for use in
exact or approximate matching is described alternatively with
respect to whether an analog or digital data domain is being
searched. However, beginning at the start of the method, a
CPU performs certain functions during which it may choose
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to access target data stored in a mass storage medium. Typi-
cally, the CPU runs a search inquiry application 62 which
may be representative of a DNA search, an Internet search, an
analog voice search, a fingerprint search, an image search, or
some other such search during which an exact or approximate
match to target data is desired. The search inquiry contains
directives specitying various parameters which the disk con-
trol unit 28 and the re-configurable logic device 20 must have
to properly obtain the data key from the mass storage medium
26. Examples of parameters include but are not limited to the
following: the starting location for scanning the storage
device; the final location after which (if there is not match)
scanning is terminated; the data key to be used in the scan-
ning; a specification of the approximate nature of the match-
ing; and what information should be returned when a match
occurs. The sort of information that can be returned includes
the address of the information where the match was found, or
a sector, record, portion of record or other data aggregate
which contains the matched information. The data aggregate
may also be dynamically specified in that the data returned on
a match may be specified to be between bounding data speci-
fiers with the matched data contained within the bounding
field. As the example in FIG. 5 shows, looking for the word
“bagdad” in a string of text might find the approximate match,
due to misspelling, of the word “Baghdad”, and return a data
field which is defined by the surrounding sentence. Another
query parameter would indicate whether the returned infor-
mation should be sent to the system or input/output bus 34, or
the disk cache 30.

Referring back to FIG. 9, the search inquiry will typically
result in the execution of one or more operating system utili-
ties. As an example of a higher level utility command, for the
UNIX operating system, this could be modified versions of
glimpse, find, grep, apropos, etc. These functions cause the
CPU to send commands 66 such as search, approximate
search, etc., to the re-configurable logic device 21 with rel-
evant portions of these commands also being sent to the disk
controller 28 to, for example, initiate any mass storage
medium positioning activity 69 that is later required for prop-
erly reading target data from the mass storage medium.

At this point, depending upon the particular methodology
desired to be implemented in the particular embodiment of
the invention, it would be necessary that an analog or digital
data key is determined. This data key, which can be either
exact or approximate for a text search, corresponds to the data
being searched for. For an analog data key, it may either be
pre-stored such as in the mass storage medium, developed
using dedicated circuitry, or required to be generated. Should
the analog data key be pre-stored, a send pre-stored data key
step 68 would be performed by the microprocessor 22 (see
FIG. 1) which would transmit the data key in digital and
sampled format to the re-configurable logic device 20 as
shown in step 70. Alternatively, should the analog data key
not be pre-stored, it can be developed using one of a number
of mechanisms, two of which are shown in FIG. 9. In one, the
microprocessor 22 would write the data key on the magnetic
mass storage medium as at step 72 and then next read the data
key as at step 74 in order to generate an analog signal repre-
sentation of the data key. In another, as at step 71, the digital
version of the data key received from the CPU would be
converted using appropriate digital to analog circuitry to an
analog signal representation which would in turn be appro-
priately sampled. The data key would then next be stored as a
digital sample thereof as in step 70. Should a digital data key
be used, it is only necessary that the microprocessor 22 store
the digital data key as at step 76 in the compare register of the
re-configurable logic device. It should be understood that
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depending upon the particular structures desired to be
included for each re-configurable logic device, the data key
may reside in either or all of these components, it merely
being preferable to ultimately get the appropriate digital for-
mat for the data key into the re-configurable logic device 21
for comparison and correlation.

Next, after the mass storage medium 26 reaches its starting
location as at 79, the target data stored on the mass storage
medium is continuously read as at step 78 to generate a
continuous stream signal representative of the target data.
Should an analog data key have been used, this analog data
key may then be correlated with an analog read of the target
data from the mass storage medium 26 as at step 80.

While the inventors contemplate that any of many prior art
comparators and correlation circuitry could be used, for
present purposes the inventors suggest that a digital sampling
of the analog signal and data key could be quite useful for
performing such comparison and calculating the correlation
coefficient, as explained below. It is noted that this analog
signal generated from reading the target data from mass stor-
age medium 26 may be conveniently generated by devices in
the prior art from the reading of either analog or digital data,
it not being necessary that a digital data key be used to match
digital target data as stored in mass storage medium 26. Alter-
natively, a correlation step 82 may be performed by matching
the digital data key with a stream of digital target data as read
from the mass storage medium 26. It should be noted that the
datakey may reflect the inclusion of approximate information
or the re-configurable logic device 21 may be programmed to
allow for same. Thus, correlating this with target data read
from the mass storage medium enables approximate match-
ing capabilities.

Referring back to FIG. 9, decision logic 84 next makes an
intelligent decision as to whether a portion of the target data
approximately matches or does not approximately match the
data key. Should a match be found, then the target data is
processed as at step 86 and the key data requested by the
search inquiry is sent to a disk cache 30, directly onto system
bus 34, or otherwise buffered or made available to a CPU 32,
network interface 36, or otherwise as shown in FIGS. 1, and
6-8. A logical step 88 is preferably included for returning to
the continuous reading of target data from the mass storage
medium 26, indicating something like a “do” loop. However,
it should be understood that this is a continuous process and
that target data is processed from the mass storage medium 26
as a stream and not in individualized chunks, frames, bytes, or
other predetermined portions of data. While this is not pre-
cluded, the present invention preferably allows a data key to
be in essence “slid” over a continuously varying target data
read signal such that there is no hesitation in reading target
data from the mass storage medium 26. There is no require-
ment to synchronize reading to the start or end of any multi-
bit data structure, or any other intermediate steps required to
be performed as the target data is compared continuously “on
the fly” as it is read from the mass storage medium 26.
Eventually, the data access is completed as at step 90 and the
process completed.

The inventors herein have preliminarily tested the present
invention in the analog domain and have generated prelimi-
nary data demonstrate its operability and effectiveness. In
particular, FIG. 10 is a graphical representation of a measured
analog signal output from a read/write head as the read/write
head reads a magnetic medium on which is stored a 10-bit
digital data key. As shown therein, there are peaks in the
analog signal which, as known in the art, represents the true
analog signal generated by a read/write head as target data is
read from a magnetic medium such as a hard disk. The scales
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shown in FIG. 10 are volts along the vertical axis and tenths of
microseconds along the horizontal axis. As shown in FIG. 11,
an analog signal is generated, again by a read/write head, as
target data is read from a pseudo-random binary sequence
stored in a test portion of a magnetic medium. The read signal
does not provide an ideal square wave output when examined
at this level.

FIG. 12 is a graphical representation, with the horizontal
scale expanded, to more specifically illustrate the overlap
between approximately two bits of the 8-bit data key and the
corresponding two bits of target data found in the pseudo-
random binary sequence encoded at a different location on the
disk or magnetic medium.

FIG. 13 is a graphical representation of a correlation coef-
ficient calculated continuously as the comparison is made
between the data key and the continuous reading of target data
from the hard disk. This correlation coefficient is calculated
by sampling the analog signals at a high rate and using prior
art signal processing correlation techniques. One such
example may be found in Spatial Noise Phenomena of Lon-
gitudinal Magnetic Recording Media by Hoinville, Indeck
and Muller, IEEE Transactions on Magnetics, Volume 28, no.
6, November 1992, the disclosure of which is incorporated
herein by reference. A prior example of a reading, compari-
son, and coefficient calculation method and apparatus may be
found in one or more of one of the co-inventor’s prior patents,
such as U.S. Pat. No. 5,740,244, the disclosure of which is
incorporated herein by reference. The foregoing represent
examples of devices and methods which may be used to
implement the present invention, however, as mentioned else-
where herein, other similar devices and methods may be
likewise used and the purposes of the invention fulfilled.

As shown in FIG. 13, at approximately the point labeled
325, a distinct peak is noted at approximately 200 microsec-
onds which approaches 1 Volt, indicating a very close match
between the data key and the target data. FIG. 10 is also
illustrative of the opportunity for approximate matching
which is believed to be a powerful aspect of the invention.
Looking closely at FIG. 13, it is noted that there are other
lesser peaks that appear in the correlation coefficient. Thus, if
a threshold of 0.4 Volts were established as a decision point,
then not only the peak occurring which approaches 1 would
indicate a match or “hit” but also another five peaks would be
indicative of a “hit”. In this manner, a desired coefficient
value may be adjusted or predetermined as desired to suit
particular search parameters. For example, when searching
for a particular word in a large body of text, lower correlation
values may indicate the word is present but misspelled.

FIG. 14 depicts the continuous calculation of a correlation
coefficient between the same 8-bit data key but with a differ-
ent target data set. Again, a single match is picked up at
approximately 200 microseconds where the peak approaches
1 Volt. It is also noted that should a lower threshold be estab-
lished additional hits would also be located in the target data.

As previously mentioned, the invention is also capable of
performing sequence matching searches. With reference to
FIG. 15, a table 38 is generated by the re-configurable logic
device 20 to conduct such a search. Specifically, p; p, ps P4
represents the data key, p, or desired sequence to be searched.
While the data key of FIG. 15 only shows four characters, this
is for illustrative purposes only and it should be appreciated
that a typical data key size for sequence searching is on the
order of 500-1000, or even higher. The symbolst , t,,t; ...t
represent the target data, t, streaming off of the mass storage
medium 26. Again, while only nine (9) characters of such data
are shown, it should be appreciated that the typical size of the
mass storage medium 26 and thus the target data streaming
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off of it can typically be in the range of several billion char-
acters. The symbols d, ; represent the edit distance at position
i1n the data key and position j in the target data. It is assumed
that the data key is shorter relative to the target data, although
it is not required to be so. There may be a set of known
(constant) values for an additional row (d0,j) and column
(di,0) not shown in FIG. 15.

The values for di,j are computed by the re-configurable
logic device 20 using the fact that di,j is only a function of the
following characters: (1) pi, (2) tj, (3) di-1,j-1, (4) di-1,j, and
(5) dij-1. This is illustrated in FIG. 15 with respect to the
position d3,6 by showing its dependency on the values of d2,5
and d2,6 and d3,5 as well as p3 and t6. In one embodiment, the
values for di,j are computed as follows:

di j=max[di j-1+4;di-1j+A4;di-1 j-1+Bi j],

where A is a constant and Bi,j is a tabular function of pi and tj.
The form of the function, however, can be quite arbitrary. In
the biological literature, B is referred to as the scoring func-
tion. In the popular database searching program BLAST,
scores are only a function of whether or not pi=tj. In other
contexts, such as for amino acid sequences, the value of B is
dependent upon the specific characters in p and t.

FIG. 16 shows one embodiment of a systolic array archi-
tecture used by the invention to compute the values in the
table 38 of FIG. 15. The characters of the data key are stored
in the column of data registers 53, while the characters of the
target data streaming off of the mass storage medium 26 are
stored in the data shift registers 55. The values of di,j are
stored in the systolic cells 59 which themselves are preferably
FPGA’s.

The operation of the array of FIG. 16 will now be illustrated
using FIGS. 17 and 18. As shown in FIG. 17, in the first (i.e.,
combinational) part of the clock cycle of the system, the four
underlined values are computed. For example, the new value
d3,6 is shown to depend upon the same five values illustrated
earlier in FIG. 15. As shown in FIG. 18, in the second (i.e.,
latch) part of the clock cycle, all the characters in di,j and tj are
shifted one position to the right. A comparator 61 is posi-
tioned at each diagonal cell of the d array and determines
when the threshold has been exceeded.

The sequence matching operation will now be described
with reference to FIGS. 19-22 with respect to the following
example:

key=axbacs

target data=pqraxabcstvq

A=1

B=2, if i5j

B=-2ifi=j
From these variables, the table of FIG. 19 is generated by the
re-configurable logic device 20. Assuming a pre-determined
threshold of “8”, the re-configurable logic device 20 will
recognize a match at d6,9.

A portion of the synthesis arrays representing the values
present in FIGS. 16-18 for this example are shown in FIGS.
20-22, respectively. A match is identified by the re-config-
urable logic device 20 when the value on any row exceeds a
predetermined threshold. The threshold is set based on the
desired degree of similarity desired between the data key and
the target data stored in mass memory device 26. For
example, in the case of an exact match search, the data key
and target data must be identical. The match is then examined
by the CPU 32 via a traceback operation with the table of F1G.
19. Specifically a “snapshot” of the table is sent to the CPU 32
at a predetermined time interval to assist in traceback opera-
tions once a match is identified. The interval is preferably not
too often to overburden the CPU 32, but not so infrequent that
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it takes a lot of time and processing to recreate the table. To
enable the CPU 32 to perform the traceback operation, it must
be ableto recreate the d array in the area surrounding the entry
in the table that exceeded the threshold. To support this
requirement, the systolic array can periodically output the
values of a complete column of d (“a snapshot™) to the CPU
32. This will enable the CPU 32 to recreate any required
portion of d greater than the index j of the snapshot.

Many matching applications operate on data representing a
two dimensional entity, such as an image. FIG. 23 illustrates
a systolic array 120 of re-configurable logic devices 20, pref-
erably FPGA’s, which enables matches on two dimensional
data. The individual cells 122 each hold one pixel of the image
for which the user is desiring to match (the image key) and
one pixel of the image being searched (the target image). For
images of sufficiently large size, it is likely they will not all fit
into one re-configurable logic chip 124. In such cases, a
candidate partitioning of cells to chips is shown with the
dashed lines, placing a rectangular subarray of cells in each
chip 124. The number of chip-to-chip connections can be
minimized by using a subarray that is square (i.e., same
number of cells in the vertical and horizontal dimension).
Other more complicated arrangements are shown below.

Loading of the target image into the array 120 is explained
using FIG. 24. Individual rows of each target image streaming
off the mass magnetic medium 26, shown generally as point
A, into the top row 130 of the array via the horizontal links
134 connecting each cell. With such a configuration, the top
row 130 operates as a data shift register. When the entire row
130 is loaded, the row is shifted down to the next row 132 via
the vertical links 136 shown in each column. Once the entire
image is loaded into the array, a comparison operation is
performed, which might require arbitrary communication
between neighboring cells. This is supported by both the
horizontal and vertical bi-directional links 126 and 128,
respectively, shown in FIG. 23.

Although for simplicity purposes the individual bi-direc-
tional links 126 and 128 are shown simply in FIGS. 23 and 24,
FIG. 28 shows the flexibility for implementing a much more
complex set of bi-directional links. As shown in FIG. 28, data
may be communicated from a mass storage medium 180 and
be input to a first row of a plurality of cells 182, with each cell
of' the first row having a direct link to the corresponding cell
184 below it in a second row of cells with a simple link 186,
and so on throughout the array 188 of cells. Overlying the
array 188 of cells is a connector web 190 which provides
direct connectivity between any two cells within the array
without the need for transmission through any intervening
cell. The output of the array 188 is represented by the sum of
the exit links 192 at the bottom of the array 188. It should be
understood that each cell in the array may be comprised of an
FPGA, each one of which preferably has a re-configurable
logic element corresponding to element 20 in FIG. 1, or any
one of which may have a re-configurable logic element 20 as
well as a data shift register 24, or any one of which may have
the entirety of re-configurable logic device 21.

One embodiment for the individual cells of array 120 is
illustrated in FIG. 25. The cell 140 includes a pixel register
142, LOADTi,j, which contains the pixels of the target image
currently being loaded into the array. A register, 144 CMPTi,j,
contains a copy of the pixel register 142 once the complete
target image has been loaded. This configuration enables the
last target image loaded to be compared in parallel with the
next target image being loaded, essentially establishing a
pipelined sequence of load, compare, load, compare, etc. A
register 146, CMPP4i,j, contains the pixels of the image key to
be used for comparison purposes, and the compare logic 148
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performs the matching operation between register 144 and
register 146. The compare logic 148 may include the ability to
communicate with the neighboring cells to the left, right, up,
and down shown generally as 150, 152, 154, and 156, respec-
tively, to allow for complex matching functions.

Another embodiment for the individual cells of array 120
of FIG. 23 isillustrated in FIG. 26. The cell 140 of FIG. 25 has
been augmented to support simultaneous loading of the
image key and the target image. In particular, the cell 160
includes the same components of the cell 140, but adds a new
register 162, LOADP1,j, which is used to load the image key,
and is operated in the same manner as register 142. With such
a configuration, if one disk read head of the mass storage
medium 26 is positioned above the image key, and a second
disk read head is positioned above the target image, they can
both flow off the disk in parallel and be concurrently loaded
into the array 160.

The operation performed within the compare logic block
can be any function that provides a judgment as to whether or
not there are significant differences between the target image
and the image key. An example includes cross-correlations
across the entire image or sub-regions of the image as
described in John C. Russ, The Image Processing Handbook,
3¢ edition, CRC Press 1999, which is incorporated herein by
reference.

The invention is also capable of performing data reduction
searching. Such searching involves matching as previously
described herein, but includes summarizing the matched data
in some aggregate form. For example, in the financial indus-
try, one might want to search financial information to identify
a minimum, maximum, and latest price of a stock. A re-
configurable logic device for computing such aggregate data
reductions is illustrated as 100 in FIG. 27. Here, a data shift
register 102 reads target data from a mass storage medium
containing stock price information. In the example shown,
three data reduction searches are shown, namely calculating
the minimum price, the maximum price, and the latest price.
As target data is fed into the data shift register 102, decision
logic computes the desired data reduction operation. In par-
ticular, the stock price is fed to a minimum price comparator
110 and maximum price comparator 112 and stored therein.
Each time a stock price is fed to comparator 110, it compares
the last stored stock price to the stock price currently being
fed to it and whichever is lower is stored in data register 104.
Likewise, each time a stock price is fed to comparator 112, it
compares the last stored stock price to the stock price cur-
rently being fed to it and whichever is higher is stored in data
register 106. In order to compute the latest price, the stock
price is fed into a data register 108 and the current time is fed
into a comparator 114. Each time a time value is fed into
comparator 114, it compares the last stored time with the
current time and which ever is greater is stored in data register
116. Then, at the end of the desired time interval for which a
calculation is being made, the latest price is determined.

While data reduction searching has been described with
respect to the very simple financial example shown in FIG.
27, it can be appreciated that the invention can perform data
reduction searching for a variety of different applications of
varying complexity requiring such functionality. The re-con-
figurable logic device need simply be configured with the
hardware and/or software to perform the necessary functions

The ability to perform data reduction searching at disk
rotational speeds cannot be under-estimated. One of the most
valuable aspects of information is its timeliness. People are
growing to expect things at Internet speed. Companies that
can quickly compute aggregate data reductions will clearly
have a competitive advantage over those that cannot.
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Additionally, data processing operations other than search-
ing and reduction may also be implemented on the re-config-
urable logic device 21. As mentioned above, these operations
are referred to herein as data manipulation operations.
Examples of data manipulation operations or suboperations
thereof that can be performed on a PLD 20 include encryp-
tion, decryption, compression, and decompression opera-
tions. The preferred PLD 20 is an FPGA, even more prefer-
ably, a Xilinx FPGA. Further, still, any of these additional
operations can be combined with searching and/or reduction
operations in virtually any manner to form a multi-stage data
processing pipeline that provides additional speed, flexibility,
and security. The complexity of each operation is also virtu-
ally limitless, bounded only by the resources of the re-con-
figurable logic device 21 and the performance requirements
of a practitioner of the invention. Each processing operation
can be implemented in a single stage or in multiple stages, as
may be necessary.

FIG. 29 illustrates a multi-stage data processing pipeline
200 implemented within a re-configurable logic device 21 for
a system as shown in FIG. 1. At least one stage in the pipeline
200 is implemented on a PLD. Each stage 202 of the pipeline
200 is configured to process the data it receives according to
its intended functionality (e.g., compression, decompression,
encryption, decryption, etc.), and thereafter pass the pro-
cessed data either to the next stage in the pipeline, back to a
prior stage, or to the control processor 204. For example, the
first stage 202 in the pipeline 200 operates on data streaming
from a mass storage medium 26 and processes that data
according to its functionality. The data processed by stage 1 is
thereafter passed to stage 2 for further processing, and so on,
until stage N is reached. After the data has passed through all
appropriate stages 202, the result(s) of that processing can be
forwarded to the control processor 204 and/or the computer
over system bus 34.

This exemplary pipeline 200 of FIG. 29 can also be repli-
cated so that a separate pipeline 200 is associated with each
head on a disk system of the mass storage medium 26. Such a
design would improve performance associated with perform-
ing parallel processing operations on multiple data streams as
those streams are read out from the disk. If there are no other
performance bottlenecks in the system, it is expected that
throughput will increase linearly with the number of pipelines
200 employed.

It should be noted that each stage need not necessarily be
implemented on a PLD 20 within the re-configurable logic
device 21. For example, some stages may be implemented in
software on a processor (not shown) or dedicated hardware
(not shown) accessible to the PLLD 20. The exact design of
each stage and the decision to implement each stage on a PLD
20, in software, or in dedicated hardware such as an ASIC,
will be dependent upon the associated cost, performance, and
resources constraints applicable to each practitioner’s plans.
However, by employing pipelining entirely within a PLD 20
such as an FPGA, the processing throughput can be greatly
increased. Thus, for abalanced pipeline (i.e., a pipeline where
each stage has the same execution time) having no feedback
paths, the increase in data throughput is directly proportional
to the number of stages. Assuming no other bottlenecks, as
mentioned above, then with N stages, one can expect a
throughput increase of N. However, it should be noted that the
multi-stage pipeline may also utilize feedback between
stages, which may be desirable for certain operations (e.g.,
some encryption operations) to reduce implementation cost
or increase efficiency.

FIG. 30 illustrates an exemplary multistage pipeline 200
wherein the first four stages 202 comprise a decryption
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engine 210. The decryption engine 210 in this example oper-
ates to receive encrypted and compressed data streaming
from the mass storage medium 26. The fifth stage 202 serves
as adecompression engine to decompress the decrypted com-
pressed data exiting the decryption engine 210. The output of
the decompression engine is thus a stream of decrypted and
decompressed data that is ready to be processed by the stage
6 search engine. Control processor 204 controls each stage to
ensure proper flow therethrough. The control processor 204
preferably sets up parameters associated with each pipeline
stage (including, if appropriate, parameters for stages imple-
mented in software).

FIG. 31 depicts an example wherein a PLD is used as an
encryption engine for data either flowing from the system bus
34 to the mass storage medium 26 or data flowing from the
mass storage medium 26 to the system bus 34. FIG. 32 depicts
yet another exemplary pipeline wherein the pipeline 200 is
comprised of multiple processing engines (each engine com-
prising one or more stages), each of which can be either
activated by the control processor 204 such that the engine
performs its recited task on the data it receives or deactivated
by the control processor 204 such that is acts as a “pass
through” for the data it receives. Activation/deactivation of
the different engines will in turn depend on the functionality
desired for the pipeline. For example, if it is desired to per-
form a search operation on encrypted and compressed data
stored in the mass storage medium 26, the decryption engine
210, decompression engine 214, and search engine 218 can
each be activated while the encryption engine 212 and com-
pression engine 216 can each be deactivated. Similarly, if'it is
desired to store unencrypted data in the mass storage medium
in a compressed and encrypted format, the compression
engine 216 and the encryption engine 212 can be activated
while the decryption engine 210, the decompression engine
214, and the search engine 218 are each deactivated. As would
be understood by those of ordinary skill in the art upon read-
ing the teachings herein, other activation/deactivation com-
binations can be used depending on the desired functionality
for the pipeline 200.

Advanced encryption/decryption algorithms require a
complex set of calculations. Depending on the particular
algorithm employed, performing encryption/decryption at
disk speed requires that one employ advanced techniques to
keep up with the streaming data arriving at the encryption/
decryption engine. The PL.D-based architecture of the present
invention supports the implementation of not only relatively
simple encryption/decryption algorithms, but also complex
ones. Virtually any known encryption/decryption technique
can be used in the practice of the present invention, including
but not limited to DES, Triple DES, AES, etc. See Chodowiec
et al., “Fast Implementations of Secret-Key Block Ciphers
Using Mixed Inter- and Outer-Round Pipelining”, Proceed-
ings of International Symposium on FPGAs, pp. 94-102
(February 2001); FIPS 46-2, “Data Encryption Standard”,
revised version issued as FIPS 46-3, National Institute of
Standards and Technology (1999); ANSIx9.52-1998, “Triple
Data Encryption Algorithm Modes of Operation”, American
National Standards Institute (1998); FIPS 197, “Advanced
Encryption Standard”, National Institute of Standards and
Technology (2001), the entire disclosures of all of which are
incorporated herein by reference.

FIG. 33 illustrates an example of single stage encryption
that can be implemented with the present invention. The data
flow direction is top to bottom. A block of text (typically 64 or
128 bits) is loaded into input register 220 (by either control
processor 204 or CPU 32). Combinational logic (CL) 224
computes the cipher round, with the results of the round being
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stored in output register 226. During intermediate rounds, the
contents of output register 226 are fed back through feedback
path 225 into the CL. 224 through MUX 222 to compute
subsequent rounds. Upon completion of the final round, the
data in the output register is the encrypted block and is ready
to be stored in the mass storage medium. This configuration
can also be used as a single stage decryption engine as well,
wherein the CL that computes the cipher is decryption logic
rather than encryption logic.

The throughput of the encryption engine shown in FIG. 33
can be improved through the use of pipelining techniques.
FIG. 34 depicts an example of a pipelined encryption engine
wherein there is pipelining within the combinational logic of
the round itself. Each CL 224 includes multiple intra-round
pipeline registers 228. The number of intra-round pipeline
registers 228 used can be variable and need not be limited to
two per CL. Further, the loops represented by the feedback
path 225 can be unrolled with multiple copies of the round CL,
224a, 224b, . . . , each with an inter-round pipeline register
230 therebetween. As with the number of intra-round regis-
ters 228 for each CL 224, the degree of unrolling (i.e., number
of round CLs 224) is also flexible. Relative to the encryption
engine of FIG. 33, it should be noted that the engine of FIG.
34 will consume more resources on the PLD 20, but will
provide a higher data throughput.

FIG. 35 illustrates an example of an encryption engine
wherein the rounds are completely unrolled. The feedback
paths 225 of FIGS. 33 and 34 are no longer necessary, and
data can continuously flow from the input register 220
through the pipeline of CLs 224 (each including multiple
intra-round pipeline registers 228 and separated by inter-
round pipeline registers 230) to the output register 226. Rela-
tive to the encryption engines of FIGS. 33 and 34, this con-
figuration provides the highest data throughput, but also
requires the greatest amount of resources in the re-config-
urable logic.

In many situations, data is retained in a data warehouse, as
shown in FIG. 36. The person or entity who owns the data
warehouse (the actual hardware and related database technol-
ogy on which data resides) is often not the same person or
entity who owns the actual data stored therein. For example,
if Party A (a data warehouser) owns a data warehouse and
offers data warehousing service to Party B (a data owner who
is to use Party A’s data warehouse to physically store data),
then the data owner has a legitimate concern about the third
parties who may have access to the data stored in the data
warehouser’s warehouse. That is, the data warehouser con-
trols physical access to the data, but it is the data owner who
wants to control who may physically access the data through
an access gateway, as shown in FIG. 36. In such cases, it is
conventional for the data owner’s data to be stored in the data
warehouse in an encrypted format, and the data owner retains
control over the distribution of any decryption algorithm(s)
and/or key(s) for the stored data. That way, the risk of unau-
thorized third parties gaining access to the unencrypted for-
mat of the data owner’s data is reduced. In such an arrange-
ment, the data warehouser is not provided with access to an
unencrypted version of the data owner’s stored data.

Ifthe data owner wishes to communicate all or a portion of
its stored encrypted data from the data warehouse to Party C
via a network such as the Internet, that data can be protected
during delivery over the network via another form of encryp-
tion (e.g., different algorithm(s) and/or different decryption
key(s)). The data owner can then provide Party C with the
appropriate algorithm(s) and/or key(s) to decrypt the data. In
this manner, the data owner and the authorized third party are
the only two parties who have access to the decrypted (plain
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text) data. However, the authorized third party will not be able
to decrypt the data owner’s data that is still stored in the data
warehouse because that data will possess a different mode of
encryption than the data received.

Conventionally, the computations required to perform
encryption/decryption in data warehousing scenarios are per-
formed in software on computers owned and under the direct
control of the data warehouser. In such a situation, as shown
in FIG. 37, the plain text that is the output of the decryption
operation is stored in the main memory of the processor used
to perform the encryption/decryption operations. If this soft-
ware (or other software running on the processor) has been
compromised by a virus or other malware, the data owner
may lose control over the plain text data to an unknown party.
Thus, with conventional approaches, one or both of the data
warehouser and an unknown malware-related party has
access to the processor main memory, and therefore access to
the plain text form of the data owner’s data.

To improve upon this security shortcoming, the present
invention can be used to implement encryption and decryp-
tion on re-configurable logic device 21 (preferably within a
PLD 20) over which only the data owner has control, as
shown in FIG. 38. In FIG. 38, a decryption engine 3800 using
Key 1 and an encryption engine 3802 using Key 2 are imple-
mented on a PLD 20. The re-configurable logic device 21
remains under control of the data owner and preferably (al-
though it need not be the case) communicates with the data
store of the data warehouser over a network such as the
Internet to receive a stream 3806 of the data owner’s
encrypted data (wherein the stored data was previously
encrypted using Key 1). The decryption engine 3800 thus
operates to decrypt the data stream 3806 using Key 1. The
output 3804 of the decryption engine 3800 is the data owner’s
data in decrypted (or plain text) format. This data remains in
the secure memory of the PLD 20 or the secure on-board
memory. Because this secure memory is invisible and inac-
cessible to software which may have malware thereon, the
risk of losing control over the plain text data to “hackers™ is
virtually eliminated. Thereafter, the plain text data 3804 is
provided to encryption engine 3802, which encrypts data
3806 using Key 2. The output of the encryption engine 3802
is newly encrypted data 3808 that can be delivered to an
authorized third party data requester. Secure delivery of data
3808 over a network such as the Internet can be thus main-
tained. For the authorized third party data requester to inter-
pret data 3808, the data owner can provide that third party
with Key 2.

FIGS. 39(a) and () illustrate embodiments for this feature
of'the present invention. FIG. 39(a) illustrates a circuit board
3900 that could be installed in a computer server. PCI-X
connector 3916 serves to interface the board 3900 with the
server’s system bus 34 (not shown). A PLD 20 such as an
FPGA is implemented on board 3900. Within the FPGA,
three functions are preferably implemented: a firmware
socket 3908 that provides connection with the external envi-
ronment, a decryption engine 3904, and an encryption engine
3902. The FPGA preferably also communicates with on-
board memory 3906, which is connected only to the FPGA. A
preferred memory device for on-board memory 3906 is an
SRAM or a DRAM. The address space and existence of
memory 3906 is visible only to the FPGA. The FPGA is also
preferably connected to a disk controller 3912 (employing
SCSI, Fiber Channel, or the like) via a private PCI-X bus
3910. Disk connector 3914 preferably interfaces the disk
controller 3912 with mass storage medium 26 (not shown)
which can serve as the data warehouse. Disk controller 3912

40

45

55

24

and disk connector 3914 are off-the-shelf components, well
known in the art. Examples of manufacturers include Adaptec
and LSI.

To support normal read/write access to the mass storage
medium 26, the FPGA is preferably configured as a PCI-X to
PCI-X bridge that links the PCI-X connector 3916 with the
internal PCI-X bus 3910. These bridging operations are per-
formed within firmware socket 3908, the functionality of
which is known in the art. Communication pathways other
than PCI-X may be used, including but not limited to PCI-
Express, PCI, Infiniband, and IP.

To support the encryption/decryption functionality, data
streaming into the board 3900 from the mass storage medium
26 is fed into the decryption engine 3904. The plain text
output of the decryption engine 3904 can be stored in on-
board memory 3906 (FIG. 39(a), stored in memory internal to
the FPGA (FIG. 39(b), or some combination of the two.
Thereafter, the encryption engine 3902 encrypts the plain text
data that is stored in memory 3906, internal FPGA memory,
or some combination of the two, using a different key than
that used to decrypt the stored data. The choice of whether to
use on-board memory 3906 or internal FPGA memory will
depend upon a variety of considerations, including but not
limited to the available FPGA resources, the volume of data to
be decrypted/encrypted, the type of decryption/encryption
employed, and the desired throughput performance charac-
teristics.

During the time that the plain text is resident in the on-
board memory 3906 or in the internal FPGA memory, this
plain text data is not accessible to a processor accessing
motherboard bus 34 because there is no direct connection
between memory 3906 or internal FPGA memory and the
PCI-X connector 3916. Accordingly, memory 3906 and the
internal FPGA memory are not in the address space of such a
processor, meaning, by derivation, that memory 3906 and the
internal FPGA memory are not accessible by any malware
that may be present on that processor.

Moreover, it should be noted that the embodiments of
FIGS. 39(a) and (b) may also optionally include a search
engine (not shown) within the FPGA located between the
decryption engine 3904 and encryption engine 3902, thereby
allowing the data owner to deliver targeted subsets of the
stored data to the authorized third party data requester that fit
within the boundaries of the third party’s data request.

As discussed above, compression and decompression are
also valuable operations that can be performed in a PLD in
accordance with the techniques of the present invention. It is
common to compress data prior to storage in a mass storage
medium 26 (thereby conserving storage space), and then
decompress that data when reading it from the mass storage
medium for use by a processor. These conventional compres-
sion and decompression operations are typically performed in
software. A compression technique that is prevalently used is
the well-known Lempel-Ziv (.Z) compression. See Ziv etal.,
“A Universal Algorithm for Sequential Data Compression”,
IEEE Trans. Inform. Theory, IT-23(3): 337-343 (1977); Ziv et
al., “Compression of Individual Sequence via Variable Rate
Coding”, IEEE Trans. Inform. Theory, IT-24: 530-536
(1978), the entire disclosures of both of which are incorpo-
rated by reference herein. Furthermore, the PLD-based archi-
tecture of the present invention supports the deployment of
not only L.Z compression but also other compression tech-
niques. See Jung et al., “Efficient VLSI for Lempel-Ziv Com-
pression in Wireless Data Communication Networks”, IEEE
Trans. on VLSI Systems, 6(3): 475-483 (September 1998);
Ranganathan et al., “High-speed VLSI design for Lempel-
Ziv-based data compression”, IEEE Trans. Circuits Syst., 40:
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96-106 (February 1993); Pirsch et al, “VLSI Architectures for
Video Compression—A Survey”, Proceedings of the IEEE,
83(2): 220-246 (February 1995), the entire disclosures of all
of which are incorporated herein by reference. Examples of
compression techniques other than [.Z compression that can
be deployed with the present invention include, but are not
limited to, various lossless compression types such as Huft-
man encoding, dictionary techniques, and arithmetic com-
pression, and various known lossy compression techniques.

To improve the speed at which compressed data can be
searched, it will be valuable to also import the decompression
operation onto the PLD 20 that performs the searching,
thereby providing the decompression with the same speed
advantages as the PLD-based search operation. FIG. 40 illus-
trates this aspect of the present invention wherein a stream
4000 of compressed data is passed from the mass storage
medium 26 to a re-configurable logic device 21 on which a
decompression (expansion) engine 4002 and a search engine
4004 are implemented within a PLD 20. FIG. 41 illustrates a
preferred embodiment for this aspect of the invention. In FIG.
41, the FPGA 20 of board 3900 depicted in FIGS. 39(a) and
(b) implements the decompression engine 4002 and the
search engine 4004. As described in connection with FIGS.
39(a) and (b), the integrity of the plain text form of the stored
data (the decompressed data exiting the decompression
engine 4002) is preserved because it is stored only in on-
board memory 3906, internal FPGA memory, or some com-
bination of the two. FIG. 42 illustrates a preferred implemen-
tation for a compression operation, wherein the FPGA 20 of
board 3900 has a compression engine 4200 implemented
thereon, thereby allowing data coming from system bus 34 to
be stored in a compressed manner on mass storage medium
26. As should be understood, the FPGA 20 of board 3900 can
also be loaded with the decompression engine 4002, search
engine 4004, and compression engine 4200. In such a deploy-
ment, depending on the functionality desired of board 3900,
either the compression engine 4200 can be deactivated
(thereby resulting in a combined decompression/search func-
tionality) or the decompression engine 4002 and search
engine 4004 can both be deactivated (thereby resulting in a
compression functionality).

To configure FPGA 20 with the functionality of the present
invention, the flowchart of FIG. 43 is preferably followed.
First, code level logic 4300 for the desired processing engines
that defines both the operation of the engines and their inter-
action with each other is created. This code, preferably HDL
source code, can be created using standard programming
languages and techniques. As examples of an HDL, VHDL or
Verilog can be used. Thereafter, at step 4302, a synthesis tool
is used to convert the HDL source code 4300 into a gate level
description 4304 for the processing engines. A preferred syn-
thesis tool is the well-known Synplicity Pro software pro-
vided by Synplicity, and a preferred gate level description
4304 is an EDIF netlist. However, it should be noted that other
synthesis tools and gate level descriptions can be used. Next,
atstep 4306, a place and route tool is used to convert the EDIF
netlist 4304 into the template 4308 that is to be loaded into the
FPGA 20. A preferred place and route tool is the Xilinx ISE
toolset that includes functionality for mapping, timing analy-
sis, and output generation, as is known in the art. However,
other place and route tools can be used in the practice of the
present invention. The template 4308 is a bit configuration file
that can be loaded into the FPGA 20 through the FPGA’s
Joint Test Access Group (JTAG) multipin interface, as is
known in the art.

As mentioned above, templates 4308 for different process-
ing functionalities desired for the system can be pre-gener-
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ated and stored for selective implementation on the FPGA.
For example, templates for different types of compression/
decompression, different types of encryption/decryption, dif-
ferent types of search operations, different types of data
reduction operations, or different combinations of the fore-
going can be pre-generated and stored by a computer system
for subsequent loading into the FPGA 20 when that function-
ality is needed.

Further still, performance characteristics such as through-

out and consumed chip resources can be pre-determined and
associated with each processing operation. Using these asso-
ciated parameters, an algorithm can be used to intelligently
select which template is optimal for a particular desired func-
tionality.
For example, such an algorithm could provide guidance as to
which of the encryption engines of FIGS. 33-35 is best suited
for a given application. The table below presents parameters
that can be used to model performance in accordance with the
encryption/decryption operations of the invention.

TABLE 1
Variable definitions.

Variable Definition

B size of a block (number of bits encrypted/decrypted at a
time)

R number of rounds in overall operation (encryption/
decryption)

L loop unrolling level, number of rounds concurrently
executing in loop-level pipelining (loop-level pipelining
depth)

P pipelining depth within each round

ferxp, L) achievable clock rate for given pipelining configuration

Terxp, L) period of clock = 1/f7 x(p, L)

I number of iterations required for each block = [R/L]

Az(p) chip resources required for a round with internal pipelining
depth p (including inter-round pipelining register)

Ay chip resources required for fixed components (e.g., input

register, mux., etc.)

The values for each of these parameters are readily known or
can be readily measured, as known in the art. If R=IL for an
integer I, the iterations for the encryption/decryption have
been evenly unrolled. If this is not the case, later pipeline
stages must have a pass-through capability, as the final result
would be computed inside the pipeline rather than at the end.

The throughput of a pipelined cipher engine is given by the
following expression:

B , L
Throughput= %

The chip resources for an FPGA are typically measured in
CLBs or slices, as is well-known. With re-configurable logic
other than FPGAs, the resources might be measured in other
units (e.g., chip area). In either event, the resources required
will be linear in the number of rounds supported in parallel.
Hence, the chip resources required for the engine is as fol-
lows:

Resources=4g+LAz(p)

The values for the parameters Throughput and Resources can
be determined in advance for each stored processing opera-
tion (or function f) that may be implemented in a stage of a
pipeline. Accordingly, a table can be created that relates each
processing operation or function with its corresponding val-
ues for Throughput and Resources.
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Accordingly, the specific template (which defines one or
more different processing operations) to be deployed on a
PLD can be tailored to the particular query or command
issued. An algorithm that balances Throughput and
Resources in a manner desired by a practitioner of the present
invention can be created to decide which candidate template
is best-suited for an application. Thus, a control processor 32
can compute the overall throughput and resources for a set of
functions as follows. The throughput for a set of functions is
the minimum throughput for each of the functions:

Throughput=Min(Throughputz,;, Throughputz, . . .
,Throughputz,)

The resources required to deploy a set of functions is the sum
of the resources required for each of the functions:

Resources=Resourcesz,+Resourcesz»+ . . . +Re-

SOUICESE,

Given several options for each function, the control processor
can then solve an optimization problem (or if desired a “near
optimization” problem). The optimization can be to deploy
the set of options for each function that maximizes the overall
throughput under the constraint that the required resources be
less than or equal to the available resources on the re-config-
urable logic, or the optimization can be to deploy the set of
options for each function that minimizes the required
resources under the constraint the that overall throughput not
fall below some specified minimum threshold. Techniques
for solving such optimization problems or near optimization
problems are well known in the art. Examples of such tech-
niques include, but are not limited to complete enumeration,
bounded search, genetic algorithms, greedy algorithms,
simulated annealing, etc.

The use of the inventive system to process data streaming
from a mass storage medium such as a disk drive system is a
powerful technique for processing stored data at high speeds.
Very large databases, however, typically span many disk cyl-
inders. Accordingly, delays may be encountered when data-
base files are written on tracks that have been placed on
non-contiguous disk cylinders. These delays are associated
with having to move the disk read/write head from its current
position over a data cylinder to a new data cylinder where the
file to be read from the disk continues. These delays increase
as the distance that the head must travel increases. Therefore,
for reading data that spans multiple data cylinders on the disk,
the flow of the data stream from the disk will be interrupted as
the head moves from cylinder to cylinder. With today’s disk
drives, these delays may be in the millisecond range. Thus,
these head movement delays (known in the art as “seek”
times) represent a potential performance bottleneck.

With standard contemporary disk systems, tracks 4400 are
laid out on the disk or sets of disk platters as cylinders 4402
that are concentric around central origin 4406, as shown in
FIGS. 44(a) and (b). F1G. 44(a) illustrates a rotatable planar
magnetic medium 4450 that serves as a storage device such as
a computer hard disk, wherein data is placed on the magnetic
medium 4450 in discrete, circular tracks 4400. In magnetic
recordings, each track 4400,, whereini may bea, b,c, ..., is
positioned at its own radius R, relative to the central origin
4406. Each track is radially separated from the next inner
track and the next outer track by a track-to-track spacing T.
The value of T is preferably uniform for each track-to-track
radial distance. However, this need not be the case. For a head
4404 to read or write data from track 4400,, the head 4404
must be positioned such that it resides over a point on the disk
that is R, from the origin 4406. As the disk rotates, the track
will pass under the head to allow for a read or write operation.
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Disk drives typically utilize a direct overwrite approach, so
accurate radial placement of the head 4404 over the medium
4450 is critical for sustained error free use. In general, each
circular track 4400, is divided into about 150 roughly equal
contiguous arcs. FI1G. 44(a) depicts an example wherein each
track 4400, is divided into 8 uniform contiguous arcs 4460,
each arc 4460 spanning an angle of 6=2n/8. The arcs of
different tracks 4400 that span the same angle 6 comprise a
disk sector (or wedge) 4462, as known in the art.

These arcs 4460 contain several data sets 4464 (logical
blocks and physical sectors) that can be altered (rewritten).
Additionally, these arcs 4460 contain unalterable (fixed)
magnetically written markings 4466 (such as ABCD servo
bursts) that are used as a guide to place the head 4404 over the
data regions so that the signal strength from the magnetic
recording is maximized.

FIG. 44(b) is a block diagram view of a disk drive system
4470 with a cross-sectional view of several disks 4450 resid-
ing in the drive system. As shown in FIG. 44(b), many drives
systems 4470 utilize both sides of a disk 4450, and may
include several disks 4450 (or platters) that are concentrically
placed on a rotational device 4472 such as a spindle motor. In
such an arrangement, each disk surface (top surface 4452 and
bottom surface 4454) is accessed by a different head 4404.
The collection of circular tracks 4400 accessed by the sepa-
rate heads 4404 at a single radius R, is referred to as a “data
cylinder” 4402. A band of adjacent data cylinders is called a
zone.

Having separate cylinders 4402 requires the movement of
the disk head 4404 when going between cylinders 4402. To
move between cylinders 4402, the positioning system 4474
must appropriately move heads 4404 along line 4476, typi-
cally in increments of T. As one moves from inner cylinders to
outer cylinders, the circumference of the written track
increases. For example, with reference to FIG. 44(a), the
circumference of innermost track 4400, is 2nR,, and the
circumference of outermost track 4400, is 2nR ;. Given that
R, is greater than R, it likewise follows that the circumfer-
ence of track 4400, is greater than that of track 4400 ,. Given
these circumferential differences, different zones may be
defined to allow for different linear bit densities along the
track, thereby yielding more data sectors around the cylinder
4402 for larger radii than those yielded by using roughly
constant linear data densities.

To write data spanning one or more tracks 4400, the head
4404 must be repositioned by the positioning system 4474 to
another radius by at least the center-to-center distance of
adjacent tracks 4400. This motion requires mechanical set-
tling time (repositioning of the head 4404) and resynchroni-
zation time of the head 4404 to the cylinder 4402 (in time,
downtrack). When moving the head a relatively long distance
such as T, this settling time is significant. Together, these
times may take, on average, halfthe revolution of the cylinder
4402, which is typically several milliseconds when moving
from cylinder to cylinder. As mentioned above, this time
duration is often referred to as the “seek” time, and it can be
a major performance bottleneck. Due to this bottleneck, data
write/read bursts are generally limited to single tracks or
cylinders.

According to a novel and unique feature of the preferred
embodiment, a technique is used to reposition the head 4404
to accommodate tracks laid out as discontiguous arcs. In a
preferred embodiment, these discontiguous arcs are discon-
tiguous circular arcs arranged in a generally helical tracking
pattern on the disk 4450, and the head positioning system uses
servo patterns, such as ABCD servo bursts, already present in
conventional systems to appropriately position the head. This
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technique can provide for written bursts in excess of a track
and up to an entire zone, wherein a single zone may encom-
pass the entire disk. While other servo patterns are possible,
and are not excluded from the scope of this feature of the
invention, an example will be given using the conventional
ABCD system for servo patterns.

In contrast to conventional head motion where the goal of
the servo system is to position the head 4404 on a single radius
to provide a circular track 4400, this novel and unique posi-
tioning method, as shown in FIG. 45, aims to position the
head 4404 over a discrete arc 4500 in proportion to the angu-
lar position of the head 4404 around the disk 4450, thereby
accommodating a helical topology of the discontiguous arcs’
magnetic pattern on the disk 4450.

With reference to FIG. 45, consider a single revolution of a
disk 4450 uniformly divided into W wedges (or sectors) 4462,
wherein each wedge 4462 spans an angle of 2/W. W is the
total number of wedges 4462 that pass the head 4404 in a
single revolution of the disk. In FIG. 45, the head (not shown)
can be positioned at any point along the x-axis to the left of
origin 4406. Each wedge 4462 can be assigned a wedge
number w, wherein w can be any integer 1 through W. As the
disk 4450 spins, the radial displacement of the head 4404 will
be incremented an amount in proportion to the wedge num-
ber, w, by the linear ratio (W/W)*T, where T is the conven-
tional track-to-track (or cylinder-to-cylinder) distance or
some other distance.

As shown in FIG. 45, data will be written on the surface of
disk 4450 in a piece-wise fashion, preferably a piece-wise
helical fashion defined by a plurality of discontiguous circu-
lar arcs 4500. For each revolution of the disk in a preferred
embodiment, the head 4404 will be positioned to encounter
W discontiguous circular arcs 4500, each circular arc 4500
spanning an angle of 27/W. In the example of FIG. 45, W is
equalto 4. When it is stated that each arc 4500 is circular, what
is meant is that each arc 4500, possesses a substantially con-
stant curvature. In a preferred embodiment wherein W is
constant for all radii, each discontiguous arc 4500, will pos-
sess a circumference of 2aR,/W. The radius R, for each arc
4500, is preferably T/W greater than that of arc 4500,_, and is
preferably T/W less than that of arc 4500, ,. Thus, as noted
below, for each complete revolution of the disk 4450 in the
preferred embodiment, the head 4404 will effectively move a
distance equal to the conventional adjacent track-to-track
distance T. As can be seen in FIG. 45, the plurality of discrete
circular arcs 4500 define a generally helical or spiral pattern
on the disk 4450.

It should be noted that each radius R, can have its own W
value. In such cases, the discontiguous arcs 4500 may have
different circumferences and may span multiple angles from
the origin.

Each discontiguous arc 4500 will include an ABCD servo
pattern thereon like that shown in FIG. 44(a) for a contiguous
arc to ensure proper movement of the head 4404 from one arc
4500 to the next. Conventional servo systems have sufficient
bandwidth to step heads 4404 by these small amounts of T/W.

As part of this process, consider an example where the
read/write head 4404 is initially placed at position d,, relative
to central origin 4406 for the disk of FIG. 45. This initial
position can be R, the radial distance of the innermost arc
4500,. As the disk spins, for each revolution r, the radial
displacement D ofthe head 4404 will be positioned relative to
d, by an amount proportional to the wedge number w as
follows:
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wT
D=—+d
w

wherein T is the conventional track-to-track (or cylinder-to-
cylinder) distance. In one full revolution, the head 4404 will
have radially moved exactly one full track-to-track distance T.
When r reaches 2, the head 4404 will have radially moved
exactly 2T.

FIG. 46 illustrates the process by which a disk drive system
4470 operates to read data from a disk 4450 in accordance
with this feature of the preferred embodiment. At step 4600,
the system senses the portion of the disk over which the head
resides. Preferably, this step is achieved at least in part by
sensing a servo pattern and reading a sector ID written on the
disk, as is known in the art. Thereafter, at step 4602, depend-
ing on the wedge number w of the disk wedge 4502 that this
portion corresponds to, the head is repositioned to D as each
new disk wedge 4502 is encountered by the head. Next, at step
4604, the head position is fine-tuned using the servo pattern
onthe arc 4500. Once the head is properly positioned, the data
is read from the disk at step 4606. The process then returns to
step 4600 as the disk continues to spin.

This feature of the invention allows for the seamless and
continuous operation of the head in read or write mode over
an entire zone, thus permitting the reading or writing of an
entire disk without incurring the delays associated with nor-
mal seek times. Thus, when used in combination with the
searching and processing techniques described above, a
searching/processing system can operate more efficiently,
without being stalled by seek time delays. However, it is
worth noting that this feature of the invention need not be used
in combination with the searching/processing techniques
described above. That is, this technique of using a helical
pattern to read and write data to and from magnetic data
storage disks can be used independently of the above-de-
scribed searching and processing features.

Another performance bottleneck occurs when a disk upon
which data is stored becomes fragmented. In general file
systems, the files are divided into number of fixed size seg-
ments (blocks) and these segments are stored on the disk. If
the file is very long, the segments might be stored at various
locations on the disk. As noted above, to access such a file the
disk head has to move from cylinder to cylinder slowing down
the file access. It would be better if the entire file is stored as
a single object, in a single cylinder or immediately adjacent
cylinders. However, this might not always be possible
because of the fragmentation of the disk over time. The
defragmentation of the disk usually involves moving all the
files to one end of the disk so that the new files can be
allocated contiguously on the other free end. Typically, such
a defragmentation takes a long time. Many attempts have
been made in the prior art to solve this problem. One well-
known technique is known as the binary buddy system. With
the binary buddy system, every request size for disk space is
rounded to the next power of 2. Thus, for a 2000 byte file, an
allocation request of 2048 (2'') is made. This process leads to
internal fragmentation.

In an effort to minimize these problems, disclosed herein is
atechnique where a file is divided into one or more segments,
wherein each segment is a power of 2. Thus, each file that is
not sized as an even power of 2 is represented as the sum of a
series of power of 2 segments.

In an embodiment wherein a minimum segment size is not
set, this technique for segmenting a file into blocks of
memory comprises: (1) if the file size is an even power of 2,
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requesting a block of storage space on the storage medium
equal to the file size, (2) if the file size is not an even power of
2, requesting a plurality of blocks of storage space on the
storage medium, each block having a size that is equal to a
power of 2, and (3) if the request is accepted, storing the data
file in a storage medium such as on a disk or in memory as one
or more data file segments in accordance with the request. In
a preferred version of this technique, the file size F can be
thought of in binary terms as F equals F, . . . F, F,. When the
file size is not an even power of 2, requesting blocks in storage
comprises requesting a total number n of blocks B, ... B,
equal to a total number of bits in F equal to 1, each block B,
corresponding to a different bit F, in F equal to 1 and having
a size of 2°. FIG. 47(a) illustrates an example of this process
for a file size F of 2500 bytes. As shown in FIG. 47(a), the
preferred sum of powers of 2 technique, wherein a minimum
segment size is not used, results in segment sizes of 2048
bytes (2'%), 256 bytes (2°), 128 bytes (2°), 64 bytes (2%) and 4
bytes (2%).

To avoid generating overly small segments, it is preferred
that a minimum segment size 2 be used. For example, the
minimum segment size can be 512 bytes (2°) (thus m is 2).
With this technique, when a minimum segment size is used,
dividing a file into a sum of powers of 2 size will result in the
smallest segment being at least equal to the minimum seg-
ment size. Accordingly, (1) if the file size is an even power of
2 and greater than or equal to 2™, then a block of storage space
is requested such that the block is equal to the file size, (2) if
the file size is less than 2™, then a block of storage space is
requested such that the block is equal to 2™, and (3) if the file
size is not an even power of 2 and greater than 2™, then a
plurality of blocks of storage space on the storage medium are
requested, each block having a size that is equal to a power of
2 and equal to or greater than 2.

FIG. 47(b) illustrates a preferred implementation of this
minimum segment feature, wherein the file size S is 2500
bytes. With this technique, it can be seen that the segment
sizes will be 2048 bytes (2'2), 512 bytes (2'°). In the preferred
implementation of FIG. 47(b), because at least one bit F, in
F,,_, through F, is equal to 1, then F becomes rounded up to a
new value R (which can be represented in binary as R,, . . .
R,R,). The value of R is chosen as the minimum value greater
than F for which the bits R,,,_, through R, are all equal to zero.
If the file size F was a different value such that all of the bits
F,,_, through F, are equal to zero, then the choice of blocks
would proceed as with FIG. 47(a). However, if at least one of
thebits F,,_, through F, is equal to one, then the procedure of
FIG. 47(b) using R is preferably followed.

As would be understood by those of ordinary skill in the art
upon reviewing the teachings herein, program logic to imple-
ment such a sum of powers of 2 file system, with either a
minimum segment size or without, can be readily developed.

With a sum of powers of 2 file system, the internal frag-
mentation is equal to conventional (usual) file systems, which
divide a file into segments of equal size, with the same mini-
mum segment size. FIG. 48 shows the wasted space due to
internal fragmentation in a buddy file system versus a usual
(conventional) system and a sum of powers of 2 file system.
When the minimum segment size is small, the wasted space is
substantial in the case of the buddy system, but it becomes
comparable to other systems as the minimum segment size
increases. As the number of small files dominate in many file
systems, the buddy system is often times not a suitable option.

FIG. 49 compares the total number of segments, for an
entire file, according to a usual file system and the sum of
powers of 2 file system. When the minimum segment size is
small, the sum of powers of 2 system produces significantly
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fewer segments than the usual mechanism. FIG. 50 shows the
minimum, average and maximum number of segments per
file according to both file systems. Here again, the sum of
powers of 2 file system dominates and creates a low number
of segments. In other words, the sum of powers of 2 file
system leads to more contiguous files.

As such, the sum of powers of 2 file system is a good trade
off between the buddy system (where there is a lot of internal
fragmentation) and the usual file system (where there is less
internal fragmentation but potentially poor contiguity).

As a further refinement, it is preferred that a defragmenta-
tion algorithm be used with the sum of powers of 2 file system
to more greatly ensure contiguous space on the disk for an
allocation request. If a contiguous allocation cannot be satis-
fied, the defragmentation algorithm tries to free space so as to
satisfy the allocation request. This defragmentation algo-
rithm does not defragment the entire disk. Instead, it incre-
mentally defragments a portion of the disk to enable the new
allocation request to be satisfied in an incremental manner. A
preferred defragmentation algorithm for use with the sum of
powers of 2 file system is disclosed on pages 26-30 of the
paper Cholleti, Sharath, “Storage Allocation in Bounded
Time”, MS Thesis, Dept. of Computer Science and Engineer-
ing, Washington University, St. Louis, Mo. (December 2002),
available as Washington University technical report WUCSE-
2003-2, the entire disclosure of which is incorporated herein
by reference.

Pseudo code for the preferred partial defragmentation
algorithm, referred to herein as a “heap manager partial
defragmentation algorithm” is reproduced below:

1. Initialization( )
forI=0toH-1
heapManager[i] = 0;/*empty heap*/
2. Allocate(S)
if there is a free block of size S
allocate the block of size S with the lowest address, A
UpdateHeapManager(S, A, “allocation”)
else search for a free block of size bigger than S in increasing order
of size
if found, select the block with the lowest address
split the block recursively until there is a block
of size S
select the block of size S with the lowest address,

UpdateHeapManager(S, A, “allocation”)
else
A = FindMinimallyOccupiedBlock(S) /*finds block to
relocate™/
Relocate(S, A) /*relocates the sub blocks from
block A*/
allocate the block with address A
UpdateHeapManager(S, A, “allocation”)
3. FindMinimallyOccupiedBlock(S)
find i such that heapManager[i] is minimum for i = 2H/S -1 to
H/S
return address A = i << log,S
4. Relocate(S, A)
subBlocks = FindSubBlocks(S, A);
for each SB € subBlocks
Deallocate(SB), VSB € subBlocks
5. Deallocate(extId)
find address A of bock extId and size S;
free the block;
UpdateHeapManager(S, A, “deallocation™);
6. UpdateHeapManager(S, A, type)
int maxLevel = log,H;
int level = log,S;
if type = “allocation”
int addr = A >> level;
if S > MinBlockSize
heapManager[addr] = S /*block is fully occupied*/
/*blocks above the allocation level*®/
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-continued

addr = A >> level;
for (i = level+1; i <= maxLevel;i++)
addr = addr >> 1;
heapManager[addr] = heapManager[addr] + S;
if type = “deallocation”
int addr = A >> level;
/*current block™®/
if § > MinBlockSize
heapManager[addr] =0
/*blocks above the deallocation level*/
addr = A >> level;
for (i = level+1; i <= maxLevel;i++)
addr = addr >> 1; //continuing from above addr
heapManager[addr] = heapManager[addr] - S;

Various changes and modifications to the present invention
would be apparent to those skilled in the art but yet which
would not depart from the spirit of the invention. The pre-
ferred embodiment describes an implementation of the inven-
tion but this description is intended to be merely illustrative.
Several alternatives have been also been above. For example,
all of the operations exemplified by the analog processing
have their equivalent counterparts in the digital domain. Thus,
approximate matching and correlation types of processing
can be done on the standard digital representation of the
analog bit patterns. This can also be achieved in a continuous
fashion using tailored digital logic, microprocessors and digi-
tal signal processors, or alternative combinations. It is there-
fore the inventors’ intention that the present invention be
limited solely by the scope of the claims appended hereto, and
their legal equivalents.

What is claimed is:

1. A data processing apparatus comprising:

a processing device for communicating with a computer
system, the computer system including a processor,
wherein the processing device comprises a re-config-
urable logic device configured to perform a plurality of
tasks, thereby freeing the processor to perform other
tasks;

wherein the re-configurable logic device is configured to
receive and process streaming data through a multi-
functional pipeline deployed on the re-configurable
logic device;

wherein the multi-functional pipeline comprises a plurality
of pipelined data processing engines, each pipelined
data processing engine being configured to (1) receive
streaming data and selectively perform a processing
operation on the received streaming data, and (2) be
responsive to a control instruction that defines whether
that pipelined data processing engine is an activated data
processing engine or a deactivated data processing
engine, wherein an activated data processing engine is
configured to perform the processing operation of that
activated data processing engine on streaming data
received thereby, and wherein a deactivated data pro-
cessing engine remains in the pipeline but does not per-
form the processing operation of that activated data pro-
cessing engine on streaming data received thereby, the
deactivated data processing engine thereby being con-
figured to act as a pass through, the multi-functional
pipeline thereby being configured to provide a plurality
of different pipeline functions in response to control
instructions that are configured to selectively activate
and deactivate the pipelined data processing engines,
each pipeline function being the combined functionality
of'each activated pipelined data processing engine in the
pipeline at a given time.
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2. The apparatus of claim 1 wherein the activated data
processing engines in the pipeline are configured to perform
their respective processing operations simultaneously such
that, with respect to data streaming through the pipeline, a
downstream activated data processing engine operates on
streaming data that was previously processed by an upstream
activated data processing engine.

3. The apparatus of claim 2 wherein the pipelined data
processing engines comprise a decryption engine.

4. The apparatus of claim 3 wherein the pipelined data
processing engines further comprise a search engine.

5. The apparatus of claim 4 wherein the pipelined data
processing engines further comprise an encryption engine.

6. The apparatus of claim 5 wherein the pipelined data
processing engines further comprise a compression engine.

7. The apparatus of claim 6 wherein the pipelined data
processing engines further comprise a decompression engine.

8. The apparatus of claim 4 wherein, with respect to data
streaming through the pipeline, the search engine is down-
stream from the decryption engine; and

wherein the pipeline is further configured to receive control

instructions that are operative to activate the decryption
engine and the search engine such that the pipeline is
configured to provide a crypto-searching function on
encrypted data that streams through the pipeline.

9. The apparatus of claim 8 wherein the reconfigurable
logic device is further configured to store decrypted data from
the decryption engine only in a memory that is not accessible
to the processor, wherein the memory comprises a member of
the group consisting of (i) internal memory of the reconfig-
urable logic device that is inaccessible to the processor, (ii) a
memory device that is deployed on the processing device, the
memory device being inaccessible to the processor, and
wherein the reconfigurable logic device is also deployed on
the processing board, and (iii) a combination of the internal
memory and the memory device.

10. The apparatus of claim 3 wherein the pipelined data
processing engines further comprise an encryption engine;

wherein, with respect to data streaming through the pipe-

line, the encryption engine is downstream from the
decryption engine; and

wherein the pipeline is further configured to receive control

instructions that are operative to activate the decryption
engine and the encryption engine such that the pipeline
is configured to provide a trans-encryption function on
encrypted data that streams through the pipeline.

11. The apparatus of claim 10 wherein the reconfigurable
logic device is further configured to store decrypted data from
the decryption engine only in a memory that is not accessible
to the processor, wherein the memory comprises a member of
the group consisting of (i) internal memory of the reconfig-
urable logic device that is inaccessible to the processor, (ii) a
memory device that is deployed on the processing device, the
memory device being inaccessible to the processor, and
wherein the reconfigurable logic device is also deployed on
the processing board, and (iii) a combination of the internal
memory and the memory device.

12. The apparatus of claim 10 wherein the pipelined data
processing engines further comprise a search engine;

wherein, with respect to data streaming through the pipe-

line, the search engine is downstream from the decryp-
tion engine and upstream from the encryption engine;
and

wherein the pipeline is further configured to receive control

instructions that are operative to activate the decryption
engine, the search engine, and the encryption such that
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the pipeline is configured to provide a search-enabled
trans-encryption function on encrypted data that streams
through the pipeline.

13. The apparatus of claim 12 wherein the reconfigurable
logic device is further configured to store decrypted data from
the decryption engine only in a memory that is not accessible
to the processor, wherein the memory comprises a member of
the group consisting of (i) internal memory of the reconfig-
urable logic device that is inaccessible to the processor, (i) a
memory device that is deployed on the processing device, the
memory device being inaccessible to the processor, and
wherein the reconfigurable logic device is also deployed on
the processing board, and (iii) a combination of the internal
memory and the memory device.

14. The apparatus of claim 2 wherein the pipelined data
processing engines comprise an encryption engine.

15. The apparatus of claim 14 wherein the pipelined data
processing engines further comprise a search engine.

16. The apparatus of claim 1 further comprising a mass
storage medium, and wherein the pipeline is configured to
receive and process data streaming to and from the mass
storage medium.

17. The apparatus of claim 16 wherein the pipelined data
processing engines comprise a decompression engine and a
compression engine.

18. The apparatus of claim 16 wherein the pipelined data
processing engines comprise an encryption engine and a
decryption engine.

19. The apparatus of claim 1 further comprising the com-
puter system, and wherein the processing device is further
configured to communicate with the computer system over a
bus.

20. A data processing apparatus comprising:

a field programmable gate array (FPGA) for communicat-
ing with a computer system, the computer system
including a processor, wherein the FPGA is configured
to perform a plurality of tasks, thereby freeing the pro-
cessor to perform other tasks;
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wherein the FPGA is configured to receive and process
streaming data through a multi-functional pipeline
deployed on the FPGA;

wherein the multi-functional pipeline comprises a plurality
of pipelined data processing engines, each pipelined
data processing engine being configured to (1) receive
streaming data and selectively perform a processing
operation on the received streaming data, and (2) be
responsive to a control instruction that defines whether
that pipelined data processing engine is an activated data
processing engine or a deactivated data processing
engine, wherein an activated data processing engine is
configured to perform the processing operation of that
activated data processing engine on streaming data
received thereby, and wherein a deactivated data pro-
cessing engine remains in the pipeline but does not per-
form the processing operation of that activated data pro-
cessing engine on streaming data received thereby, the
deactivated data processing engine thereby being con-
figured to act as a pass through, the multi-functional
pipeline thereby being configured to provide a plurality
of different pipeline functions in response to control
instructions that are configured to selectively activate
and deactivate the pipelined data processing engines,
each pipeline function being the combined functionality
of each activated pipelined data processing engine in the
pipeline at a given time.

21. The apparatus of claim 20 further comprising:

a data storage medium, wherein a plurality of data files are
stored in the data storage medium, each data file being
stored as a sequence of segments, each segment having
a size that is a power of 2;

the computer system; and

wherein the computer system is configured to (1) write the
data files to the data storage medium as the sequence of
segments, and (2) manage a flow of a plurality ofthe data
files to the FPGA for processing via the pipeline.
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